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On-the-Fly Calculation of Time-Averaged
Acoustic Intensity in Time-Domain Ultrasound

Simulations Using a k-Space
Pseudospectral Method

Petr Kleparnik , Pavel Zemcik , Member, IEEE, Bradley E. Treeby , Member, IEEE, and Jiri Jaros

Abstract— This article presents a method to calculate1

the average acoustic intensity during ultrasound simulation2

using a new approach that exploits compression of inter-3

mediate results. One of the applications of high-intensity4

focused ultrasound (HIFU) simulations is the calculation5

of the thermal dose, which indicates the amount of tissue6

destroyed using a state-of-the-art k-space pseudospectral7

method. The thermal simulation is preceded by the calcula-8

tion of the average intensity within the acoustic simulation.9

Due to the time staggering between the particle velocity and10

the acoustic pressure used in such simulations, the average11

intensity calculation is typically executed offline after the12

acoustic simulation consuming both disk space and time13

(the data can spread over terabytes). Our new approach cal-14

culates the average intensity during the acoustic simulation15

using the output coefficients of a new compression method16

which enables resolving the time staggering on-the-fly with17

huge disk space savings. To reduce RAM requirements,18

the article also presents a new 40-bit method for encoding19

compression complex coefficients. Experimental numerical20

simulations with the proposed method have shown that disk21

space requirements are up to 99% lower. The simulation22

speed was not significantlyaffected by the approach and the23

compression error did not affect the prediction accuracy of24

the thermal dose. From the standpoint of supercomputers,25

the new approach is significantly more economical. Saving26

computing resources increases the chances of real use of27

acoustic simulations in practice. The method can be applied28

to signals of a similar character, e.g., for electromagnetic29

radio waves.30
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Index Terms— Average acoustic intensity, compression, 31

high-intensity focused ultrasound, k-Wave toolbox, ultra- 32

sound simulation. 33

I. INTRODUCTION 34

H IGH-INTENSITY focused ultrasound (HIFU) is one of 35

the modern technologies for cancer treatment. It is an 36

emerging noninvasive therapeutic technique that uses ultra- 37

sound waves to destroy tissue, such as tumors inside the human 38

body. A beam of ultrasound energy is sent into the tissue using 39

a focused transducer. The focused region is rapidly heated, 40

resulting in irreversible tissue damage while the surrounding 41

tissue is not affected [1], [2], [3], [4], [5]. 42

The purpose of HIFU simulations is to determine the exact 43

location of the focus for a specific patient case. Within the 44

calculations, an acoustic simulation is first performed, on the 45

basis of which the average acoustic intensity in the steady 46

part is calculated. From this quantity, the volume rate of heat 47

deposition term is further calculated as the input quantity for 48

thermal simulation, the result of which is thermal ablation in 49

the tissue. 50

One of the issues that makes the whole simulation process 51

computationally demanding when using a staggered-grid 52

pseudospectral time domain (PSTD) method is that the cal- 53

culation of the average intensity only after the acoustic simu- 54

lation is completed. The reason is the temporal shift between 55

the acoustic pressure and the particle velocity (the acoustic 56

simulation outputs) can be calculated only from complete time 57

series [2], [6]. Due to this fact, it is necessary to store and load 58

a large amount of data from files at once, which leads to high 59

demands on disk storage space (terabytes) and slows down the 60

overall process. 61

This article presents a new approach for calculating the 62

time-averaged vector of the acoustic intensity during the 63

simulation. The method uses an on-the-fly compression for 64

time-varying HIFU simulation data [7], [8]. During the sim- 65

ulation, the average intensity is calculated on-the-fly, directly 66

from the pressure and particle velocity, including accounting 67

for the temporal staggering of the particle velocity. Therefore, 68

it is not necessary to save the time-varying simulation data to 69

disk, which yields significant memory savings. The numerical 70

1525-8955 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht.tps://ww.w.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University College London. Downloaded on October 03,2022 at 14:00:06 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-0311-3759
https://orcid.org/0000-0001-7969-5877
https://orcid.org/0000-0002-0087-8804
https://orcid.org/0000-0001-7782-011X


2918 IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, VOL. 69, NO. 10, OCTOBER 2022

simulations show that despite the lossy compression algorithm71

used, the numerical errors are negligible. The rest of this72

article is organized as follows. Section II presents the current73

calculation approach and the description of the compression74

method (state-of-the-art). Section III contains a description of75

the new calculation method and Section IV discusses the per-76

formed numerical experiments and results. Finally, Section V77

concludes this article.78

II. STATE-OF-THE-ART79

A. Simulation Workflow80

One of the most important things for the clinical use of81

HIFU is the precise placement of the focus and dosage assess-82

ment for specific patients. The most accurate parameters could83

be calculated using complex acoustic and thermal models and84

simulations [2], [4], [6]. The most accurate model possible85

is necessary to create due to the heterogeneous medium and86

nonlinear wave propagation. However, solving this problem87

is computationally very demanding. Due to the nonlinear88

propagation of ultrasound in a heterogeneous environment,89

many higher harmonic frequencies are generated. Because90

of the large distances covered by ultrasonic waves with91

respect to the wavelength of the highest harmonic frequency,92

and to obtain accurate results and applications in medical93

treatment, it is necessary to perform very large simulations.94

Currently, the resolution of simulations reaches the size of up95

to 4096 × 2048 × 2048 grid points in 3-D space. During96

acoustic simulations, a huge amount of data on the order of97

hundreds of gigabytes is generated [2].98

To calculate the required thermal ablation in the tissue,99

an acoustic simulation is first performed. When using a100

time-staggered PSTD method (using, e.g., software, such as101

k-Wave [6]), the results are the time-varying acoustic pressure102

and (spatially and temporally staggered) particle velocity (a103

vector field) which can be used to calculate the time-averaged104

vector intensity. This can then be used to calculate the volume105

rate of heat deposition (Q) from the divergence of the time-106

averaged intensity. Finally, the thermal simulation is executed107

to calculate the heat deposition. The result of the thermal108

simulation is the information about the temperature in the109

target region after heating and cooling, the thermal dose, and110

the lesion size [3], [4], [9]. The thermal dose is normally111

specified in cumulative equivalent minutes (CEM) relative to112

T = 43 ◦C (CEM43).113

A key bottleneck in this procedure is the fact that the aver-114

age intensity must be calculated after the end of the acoustic115

simulation from the stored time-varying pressure and velocity116

data. The reason is the time shift of the particle velocity117

with respect to the acoustic pressure, which results from the118

time grid staggering in the k-space pseudospectral simulation119

method [2], [6]. This procedure requires reading the large120

stored time-varying simulation data from the files, temporally121

shifting the velocity data by half a time step, e.g., using122

Fourier interpolation, and calculating the average intensity by123

multiplying the velocity and pressure, and averaging. For large124

simulations, this means a huge disk and memory consumption,125

in the order of terabytes, while the result should be a relatively 126

small 3-D matrix with the average intensity [2], [4], [6], [10]. 127

B. Current Method of Calculation 128

The typical simulation process that leads to the thermal 129

dose begins with the creation of an acoustic simulation model. 130

The simulation parameters are defined in the input simulation 131

file and cover, e.g., the domain discretization based on the 132

physical domain size and the maximum frequency of interest, 133

the spatially varying material properties, the position and 134

properties of the ultrasound transducer and drive signal, and 135

the desired output data—in our case, the output should be 136

the volume rate of heat deposition (Q) or also the average 137

intensity [4], [6], [11]. The Q term calculation is performed 138

as soon as the simulation reaches a steady state [11]. 139

During the execution of the acoustic simulation, the acoustic 140

pressure and time staggered particle velocity are often stored 141

within the entire 3-D simulation domain. The reason why the 142

whole domain is stored rather than a small area around the 143

focus is the aliasing that arises when calculating the divergence 144

of average intensity and the accuracy of the Q calculations is 145

the critical parameter of usability/precision of the presented 146

methods. To calculate the average intensity, it is necessary 147

to sample a signal with a duration of at least one period (T ), 148

which is given by the fundamental frequency of the ultrasound 149

signal. 150

In each simulation (sampling) step, we have the current 151

acoustic pressure and the time staggered particle velocity. 152

The use of the staggered temporal (and also spatial) grids in 153

the simulation calculations is related to discretization. In the 154

case of discretization, their use brings us additional accuracy 155

and stability [12]. Importantly, Fourier interpolation, which is 156

typically used to accurately recalculate the particle velocity 157

time shift, requires entire time series. Thus, after the end of 158

the simulation phase, the calculation of the average intensity 159

vector Iavg is performed in the postprocessing phase according 160

to 161

Iavg = 1

T

∫ T

0
p(t)u(t)dt (1) 162

or 163

Iavg = 1

N

N−1∑
n=0

p(n)u(n) (2) 164

where 165

u(n) = ustaggered(n + 0.5) (3) 166

and n or t is the simulation time step or time, respectively, 167

p(t) is acoustic pressure and u(t) is the vector acoustic particle 168

velocity, T is the acoustic period of the fundamental frequency 169

of the ultrasound signal. The evaluation of this equation is 170

performed through numerical integration. N is the number of 171

samples of discrete signal taken within the period of T (it 172

is assumed that T can be divided exactly into N sampling 173

periods (1/ fs), �t = T/N (so that N�t = T ), ustaggered(n) is 174

the time staggered particle velocity output from the simulation, 175

and u(n) is the velocity shifted by half a step forward in time, 176
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typically using Fourier interpolation. For the average intensity177

calculation, the pressure and velocity data (vector field for the178

x-, y-, and z-axes) must be read from the output file so that179

they are continuous over time [6], [10], [13].180

The next step is the calculation of the volume rate of heat181

deposition term Q according to182

Q = −div
(
Iavg

)
(4)183

where the divergence is calculated as the sum of the gradients184

for each axis. The Q term is one of the input parameters of185

the Pennes’ bio-heat equation used for the subsequent thermal186

simulation [4], [10], [13], [14], [15].187

The main problem of this calculation procedure is the time188

shift of the acoustic pressure with respect to the acoustic parti-189

cle velocity, which requires a large amount of data to be stored190

during the acoustic simulation. In the approach described in191

Section II-C, the storage of acoustic simulation data and its192

time shift is replaced by an on-the-fly approximation that is193

implemented using a compression method. No additional shift194

of the velocity values over time is performed after the end of195

the simulation.196

C. Compression Method197

A compression method for time varying HIFU simulation198

data was described in [7] and [8]. The lossy compression199

method is especially focused on the on-the-fly data com-200

pression during simulations and it is intended for distributed201

computing environments even in situations where every grid202

point in the 3-D space is processed separately.203

The method assumes that the time-varying quantities have204

a harmonic character with only a low amplitude and phase205

deviations. An output signal is modeled, such as the decom-206

position of a 1-D signal (one point in 3-D space), as a sum207

of half-overlapped exponential bases multiplied by a window208

function. Each base is defined by its complex coefficients209

(amplitude and phase) and a harmonic frequency (wavenum-210

ber). A shifted window function w is defined as211

w(t, m, d) =
{

0, (m + 2)dT ≤ t < mdT

w0(t − mdT ), otherwise
(5)212

or213

w(n, m, d) =
{

0, (m + 2)d N ≤ n < md N

w0(n − md N), otherwise
214

(6)215

where w0 is a window function (typically Hann or Triangular),216

N or T is the number of samples within the period or acoustic217

period, respectively, n or t is the simulation time step or218

time, resp., m is a window (the basis) index, and d is an219

integer multiple of overlap size. The length of the window is220

therefore 2d N or 2dT , resp. We obtain complex exponential221

sliding-window basis vectors222

b(t, m, h, d) = w(t, m, d)e− jhωt (7)223

or224

b(n, m, h, d) = w(n, m, d)e− jh�n (8)225

where 226

ω = 2π

T
and � = 2π

N
(9) 227

with the number of the harmonic frequency (wavenumber) h 228

and the known fundamental angular frequency ω (�). 229

Let M be the total number of periods of the fundamental 230

frequency of the signal (let us assume that M N is the total 231

number of samples taken, also MT is the total duration of 232

the signal). The whole reconstructed signal s can then be 233

expressed as 234

s(n) =
H∑

h=1

2

d N

M−1∑
m=0

b(n, m, h, d )̂k(m, h) (10) 235

where H is the number of harmonics (1 to H ), h is a harmonic 236

index, and k are the resulting complex coefficients. The 237

normalization factor 2/d N is based on the sum of the window 238

function samples d N/2, i.e., the area dT/2 in continuous time. 239

The coefficients k for the harmonic frequency h used to 240

model the output simulation signal x are approximately com- 241

puted for every frame m (usually with a minimum length of 242

two periods 2N , which experimentally proved to be the most 243

suitable) as a dot product of the simulation signal sample x(n) 244

and the windowed exponential basis vector b (the vinculum 245

denotes complex conjugate of b) 246

k̂(m, h) =
M N−1∑

n=0

b(n, m, h, d)x(n). (11) 247

The bases of the individual harmonic components are inde- 248

pendent/perpendicular to each other because 249

M−1∑
m=0

b(n, m, g, d)b(n, m, h, d) = 0 whenever g �= h. 250

(12) 251

The coefficients for other harmonic frequencies can be com- 252

puted independently and are summed in the reconstruction 253

phase. It is not necessary to have the entire signal x available 254

to calculate one coefficient, because the sliding-window basis 255

vectors b are zero for (m + 2)d N ≤ n < md N . 256

III. PROPOSED APPROACH 257

A. On-the-Fly Calculation of Intensity 258

Here, we describe how to calculate the time-averaged inten- 259

sity vector during the simulation using on-the-fly data com- 260

pression [7], [8]. This directly uses compression coefficients 261

to calculate the average intensity, which are not stored in files 262

during the simulation. 263

In case of the average intensity calculation, we are specif- 264

ically interested in the coefficients of the acoustic pressure 265

and the particle velocity. Let k p and ku_staggered be the com- 266

puted compression coefficients for the pressure and the stag- 267

gered velocity from the previous Section II-C. For simplicity, 268

we consider the coefficients only for the one window base. 269

The shift of the particle velocity in time by half the sampling 270
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period (�t/2, 1/2 sample, thus phase shift by �/2) is being271

calculated by exploiting a shift of the phase, therefore272

ku(h) = ku_staggered(h)e jh�/2 (13)273

where ku is the particle velocity coefficient that is no longer274

shifted in time by (�t/2) relative to the pressure.275

Equations (14)–(18) show only the derivation and only the276

last (19) or (20) are important for the calculations. To use277

the integral for derivation, continuous notation is used. Using278

complex magnitude and phase angle of the coefficients, the279

harmonic functions for the pressure p and the velocity u with280

the angular frequency w (first harmonics) and time t for the281

one frame can be expressed as282

p(t) = |k p| sin
(
ωt + arg

(
k p

))
(14)283

u(t) = |ku| sin(ωt + arg(ku)). (15)284

The average intensity can be computed as the integral of285

product of pressure and particle velocity over time from 0286

to T , dividing by T to take the average287

Iavg = 1

T

∫ T

0
|k p| sin

(
ωt + arg

(
k p

))
288

×|ku | sin(ωt + arg(ku))dt (16)289

Iavg = |k p||ku| cos
(
arg

(
k p

) − arg(ku)
)
/2 (17)290

by modifying the expression using trigonometric functions,291

we achieve292

Iavg = |k p||ku| Re
(
cos

(
arg

(
k p

) − arg(ku)
)

293

+ j sin
(
arg

(
k p

) − arg(ku)
))

/2 (18)294

Iavg = Re
(
k pku

)
/2. (19)295

The average intensity over multiple frames (M) including all296

harmonic frequencies H can be calculated using a simple297

principle of numerical integration with exploitation of non-298

staggered velocity as299

Iavg_all = 1

M

M−1∑
m=0

H∑
h=1

Re
(
k p(m, h)ku(m, h)

)
/2. (20)300

To obtain suitable results using the compression method, the301

half-width of the complex exponential window basis should302

be an integer multiple of N = 2π/(ω�t) (i.e., the input303

period T ), where ω is the known driving fundamental angular304

frequency and �t is known time step. The minimum value of305

the half-width is equal to one period, and therefore, we need at306

least 2N of signal samples for the complete calculation of one307

complex coefficient. However, if the signal already contains308

steady-state amplitudes, we can calculate an equally accurate309

coefficient from the N samples of the signal by mirroring310

the envelope (window function). Thus, the window function311

has a constant value in the processed signal frame. This is312

illustrated in Fig. 1 (for the first harmonic frequency). The313

period is 106 time steps. The first coefficient is “mirrored”314

and calculated as the sum of even (2nd, 4th,…,) and odd315

(1st, 3rd,…,) coefficient for a signal length of one period.316

The second and third coefficients are computed from two317

periods. To reconstruct one point in time of the modeled signal,318

we need two coefficients whose weights are given by the319

overlapping envelopes. For special cases, thus for the first and 320

last period, the first and last coefficients are duplicated. 321

The minimum number of memory cells c (single-precision 322

floating-point numbers, 32 bits) required for computing inter- 323

mediate results in one-time step for the stable parts of the 324

signal is 325

c = 2H (21) 326

as one complex number is needed per every harmonic fre- 327

quency. Section III-C further describes the method of encoding 328

a complex coefficient to 40 bits instead of 2 × 32 bits. 329

Compared to the original average intensity calculation pro- 330

cedure, the new approach does not need to save the pressure 331

and velocity data to a file during the simulation, but needs 332

more RAM. The calculation of the volume rate of heat 333

deposition term Q is performed in the same way as in the 334

case of nonuse of the compression method (offline). 335

B. Resource Consumption 336

The compression method described above is advantageous 337

especially in terms of saving disk space, but also increases 338

memory consumption. Consider the following several simula- 339

tion scenarios representing clinical HIFU simulations. 340

Table I shows the basic simulation parameters and the 341

comparison of the minimum file sizes required to calculate the 342

Q term. The columns named Nx , Ny , and Nz are simulation 343

domain sizes. The column named “Period” represents the 344

number of simulation steps per period (N = 1/( f �t) = 345

T/�t , where f is the known transducer driving frequency, 346

and �t is the known time step). The parameters (period, 347

harmonics and number of simulation steps) are calculated as 348

part of creating the input simulation file, using the domain 349

sizes, transducer driving frequency, sound speed, real size in 350

z-axis, and the Courant–Friedrichs–Lewy (CFL) number [6]. 351

The transducer driving frequency f is 1 MHz. Due to the 352

nature of the input simulation data (heterogeneous absorbing 353

material properties) and to obtain reasonable accuracy and 354

stability of the simulations, the CFL number is set to 0.1. The 355

real size in the z-axis zsize is 22 cm. The aperture diameter 356

of the transducer bowl is 12 cm, and the radius of curvature 357

is 14 cm. The reference sound speed cref is 1524 ms−1. The 358

number of points per z-axis �z = zsize/Nz and the number of 359

points per wavelength PPW = cref/( f �z). The time step �t = 360

1/( f �PPW/CFL�) and therefore the period N = 1/( f �t). 361

End time is calculated as tend = 2 zsize/cref and the number of 362

simulation steps, i.e., the total number of simulation steps from 363

the beginning to the end of the simulation Nt = �(tend/�t)�. 364

The number of harmonics supported by the spatial grid is given 365

by H = �1 × 10−6(cref/(2�z))�. 366

The larger the grid size, the more accurate and usable results 367

(more harmonics). As already mentioned in Section II, for 368

planning HIFU therapy, we need a reasonably high number 369

of harmonic frequencies and the reasonably high spatial reso- 370

lution. A typical scenario using a single supercomputer node 371

is the case 4. Case 9 is approaching the limits of available 372

supercomputers, using multiple nodes, if we do not want to 373

wait a few days for the result of the simulation. 374
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Fig. 1. Accumulation of compression coefficients for the first and more periods.

TABLE I
MINIMUM FILE SIZES FOR Q TERM CALCULATION

In case of the proposed method that uses compression,375

it is enough to store only one the Q term (a single 3-D376

matrix). Without the compression, the time series of pressure377

and velocity data time series is necessary to store (leading378

into storage of four 4-D matrices). It is noted, please, the379

fundamental difference in the amount of disk space required.380

The RAM memory required for the on-the-fly average381

intensity calculation is given in Table II. Here, we see that382

the amount of memory required depends on the number of383

harmonic frequencies. 40-bit compression refers to the reduc-384

tion of memory (reduce format) used for complex coefficients385

from 64 to 40 bits, which is described in Section III-C. The386

memory calculation is performed according to387

memory[MB] = 4Ny Nz(4�Nx m�nH + 3 Nx )

10242
(22)388

where Nx , Ny , and Nz are simulation domain sizes, H is389

the number of harmonic frequencies, n is 1 for one period390

or 2 for any number of periods larger than 1, and complex391

size multiplier m is equal to 2 for compression and 1.25392

for 40-bit compression. The first number 4 represents the393

number of bytes per float while the second number 4 represents394

the number of compressed 3-D matrices, i.e., pressure and395

velocity for the x-, y-, and z-axes. The number 3 represents396

TABLE II
RAM USED FOR THE ON-THE-FLY AVERAGE INTENSITY CALCULATION

uncompressed 3-D matrices for the time-averaged intensity 397

in each Cartesian direction. The operating memory for the 398

original pressure and velocity data is not included in (22) as 399

it is part of the simulation itself (described in the following 400

paragraph). 401

Table III shows the common memory requirements for the 402

remaining partial operations of the whole acoustic simulation 403

process. They are the same with and without the compression. 404
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TABLE III
OTHER COMMON RAM REQUIREMENTS

Fig. 2. RAM memory requirements of the proposed method in TB.

The first column is an estimate of the memory requirements of405

the simulation itself without other operations such as compres-406

sion or postprocessing, calculated on the basis of simulation407

experiments. The second column contains the memory require-408

ments for the calculation of the Q term, which is performed409

as part of postprocessing, and the size corresponds to the three410

auxiliary matrices that are needed to copy the average intensity411

matrices due to the sensor mask (the sensor mask is a defined412

set of locations that will be sampled. In our examples, all413

points in the domain are sampled, but in general the sensor414

mask can be an arbitrary and sparse set of locations [6], [16]).415

A comparison of the total memory usage with partial416

operations of the whole acoustic simulation process using the417

new approach is shown in Fig. 2. The graph shows the case418

of using 40-bit compression over one period.419

It is difficult to evaluate what memory requirements the420

offline process of calculating the average intensity without the421

compression has. In the presented case, the amount depends422

on how much free memory is available on a given computing423

resource, and more RAM means faster reading and computing.424

The ideal amount of RAM corresponds to the size of the425

entire time series of pressure and velocity in the output files.426

In addition, the size of the auxiliary matrix for the FFT427

is needed. It is important that due to the time shifts, it is428

necessary to read at least the whole time series in time, while 429

we can load and process blocks of different sizes. The total 430

offline intensity calculation time does not depend only on the 431

disk speed. In terms of memory layout of the stored 4-D data, 432

it is most advantageous to load as much data as possible at 433

once. 434

From the point of view of today’s clusters, one node 435

contains up to hundreds of GB of RAM. An example is the 436

Barbora supercomputer in Ostrava (IT4Innovations), where 437

each standard computational node is equipped with 192 GB 438

of RAM [17]. This memory therefore limits us to using the 439

compression if it wants to use only one node, e.g., with 440

OpenMP technology. In the case of simulation on multiple 441

nodes using message passing interface (MPI), the operating 442

memory is not such a problem. Conversely, the amount of free 443

disk space and disk write speed can be a bigger complication, 444

such as unavailability of disk space, its high price or disk space 445

quota for the user (e.g., user space quota 10 TB on Barbora 446

scratch filesystem). 447

If we consider, in the case of no compression, the possibility 448

of storing the entire time series in RAM instead of in the file, 449

in terms of the size of this data it will not be overall advan- 450

tageous. This would be possible for smaller simulations, but 451

for example already in case 3 we would need at least 246 GB 452

RAM (207 + 36.5 + 2.92, according to Tables I–III), which 453

is not realistic on one node of a common supercomputer. 454

In addition, if we needed to calculate the average intensity 455

from two or more periods. RAM requirements would multiply 456

with each period. In the case of using the compression, the 457

RAM requirements for calculations from two or more periods 458

will be essentially the same. 459

C. Efficient Coefficient Encoding 460

To reduce the RAM memory required for temporary com- 461

plex coefficients kept during accumulation (scalar product or 462

computing intermediate results in a one-time step), we have 463

proposed a method that uses 40 bits instead of 64 bits (2 ×32 464

bits) for the float complex number. There are many methods 465

for lossy and lossless compression of float data, the best 466

known of which are fpzip and zfp [18], [19]. These algorithms 467

do not solve our problem because they are designed for 468

single- or double-precision floating-point arrays. Furthermore, 469

procedures for compressing blocks of complex numbers have 470

been published. For example, an exponent is shared across the 471

block of samples and the encoding box is used for the shared 472

exponent to reduce quantization error [20]. Another approach 473

is based on the principle that the number of bits per mantissa 474

is determined by the maximum magnitude sample in the group 475

and the exponent differences are encoded [21]. 476

Our algorithm encodes one complex number independently 477

of neighboring values and uses an approximate range of 478

pressure and particle velocity values. The assumption is that 479

we have at the input a complex number whose exponents of 480

the imaginary and real components do not differ significantly. 481

Thanks to this and the assumed maximum range of the values, 482

only 4 bits are used to encode the larger exponent. The second 483

exponent is stored as the difference in the shifted mantissa. 484
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TABLE IV
40-BIT COMPLEX FLOATING POINT FORMAT

TABLE V
STANDARD 2 × 32-BIT COMPLEX FLOATING POINT FORMAT

(IEEE-754)

The format of the 40-bit encoded complex number is shown485

in Table IV. Mantissa is composed from: 0–16 zero bits,486

1 flag bit, and 0–16 data (mantissa or fraction) bits, in total487

it consists of exactly 17 bits. Number of zero bits means488

exponent shift from the stored exponent. For comparison, the489

Table V shows the standard format (IEEE-754) for encoding490

2 × 32-bit complex number [22].491

The encoding procedure is illustrated by Algorithm 1. The492

decoding analogous procedure is illustrated by Algorithm 2.493

The number of bits for the mantissa can potentially be494

further reduced, however, 16 + 1 bits, thus a total of 40 bits,495

is practical in terms of memory alignment to bytes and496

acceptable errors. Within this article, the relative normalized497

L-infinity error of the Q term calculation caused by compres-498

sion up to about 1% is considered acceptable [23].499

IV. EXPERIMENTAL EVALUATION500

501

The goal of the experimental numerical simulations was to502

investigate how the compression method affects the simulation503

execution time, the computing resources consumption, and504

numerical accuracy for realistic HIFU simulations.505

Within the time measurement of the experimental simula-506

tions, the most important time is the time of the simulation507

phase itself (iteration of simulation steps), which can range508

from a few minutes to days, depending on the size of the509

simulation domain. The purpose of this measurement is to510

show that applying compression does not slow down the511

simulation process. Furthermore, we are interested in the time512

of the postprocessing phase, where the calculation of the Q513

term and offline calculation of the average intensity takes514

place.515

Considering the consumption of computing resources,516

we are mainly interested in the consumption of RAM and disk517

space. The aim is to confirm the assumption that despite the518

higher demands of the compression method on the operating519

memory, the total memory requirements, including disk space,520

are significantly smaller.521

Finally, the evaluation of compression errors is performed, 522

both for the Q term, the average intensity, and for the outputs 523

of the thermal simulation. The purpose is to show that the 524

number of different points of ablated tissue is ideally the same 525

with and without the use of compression. 526

The proposed method was implemented within the 527

k-Wave toolbox [6]. Simulations using the k-Wave (k-space 528

pseudospectral methods) were experimentally verified with 529

phantoms and biological tissues [24], [25], [26], [27]. The 530

compression method was implemented in both C++ OpenMP 531

and CUDA versions, but due to the extent of the measured 532

data, this work contains detailed measured results of only the 533

OpenMP version. The original version of the intensity and 534

Q term calculation was implemented only in the MATLAB 535

version. To compare the performance of both approaches, 536

the calculation was ported to C++ to the postprocessing 537

stage. Spatial gradients are computed using Fourier transform. 538

The compression algorithm was implemented in a parallel 539

environment and is performed during the simulation. 540

Acoustic simulations were performed on one node of the 541

Barbora supercomputer cluster, where 36 processor nodes (2 × 542

Intel Cascade Lake 6240, 2.6 GHz) and at least 192 GB of 543

RAM are available. For reading and writing files, Barbora 544

provides the Luster shared filesystems. On the positive side, 545

it provides a theoretical maximum throughput of 5 GB/s 546

(38 GB/s with burst mode) [17]. Unfortunately, the fact that 547

the filesystem is shared does not guarantee this throughput. 548

Experimental simulations have shown that the times of such 549

calculation phases, in which large files were written or read, 550

sometimes differed significantly (e.g., by a factor of 10). 551

Due to the available computing resources, four sizes of 552

the simulation domain between 256 × 256 × 350 and 553

768 × 768 × 1024 were tested, corresponding to cases 554

1–4 presented in Section III-B. The average intensity was 555

calculated only in the last simulation period. The input simu- 556

lations material properties such as sound speed, attenuation, 557

density and B/A (nonlinearity parameter) were generated 558

from the AustinWoman Electromagnetic Voxels Model [28]. 559

The heterogeneous parameters were specified for every grid 560

point independently wherever enabled by the simulation tool. 561

Individual book values for the material properties in the human 562

body were used [29]. 563

Table VI shows the measured performance data for each 564

simulation case without the use of compression (N), with the 565

use of compression (C) and with the use of compression using 566

40-bit coding (C 40-bit). The “file size” represents the size of 567

the file that must be used during the simulation. The RAM 568

memory is divided into two columns. The first is the memory 569

needed for the simulation and sampling itself. The total RAM 570

corresponds to the amount of memory used in the whole 571

simulation case, including compression and postprocessing. 572

In the case no compression is used, the effort is to use the 573

maximum amount of free RAM so that the data for offline 574

calculation of the average intensity within the postprocessing 575

phase is read from the file as quickly as possible, to make the 576

comparison as fair as possible. In the postprocessing phase, 577

differences can be seen between the times when only the Q 578

term calculation is performed and when the average intensity is 579
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Algorithm 1 40-Bit Coefficient Encoding Procedure
1: Get the real and imaginary part of the input float complex number and their sign bits.
2: Get 8-bit exponents and subtract e constant from them which allow the exponent to be stored for only 4 bits.

In case of the acoustic pressure:
e = 138, max exponent is 226 (15 + 138 = 153, 153 − 127 = 26)
maximal encoding value is 226−16 × 0× 1FFFF = 134216704
minimal encoding value is 226−16−15 × 0× 1 = 0.03125

In case of the particle velocity:
e = 114, max exponent is 22 (15 + 114 = 129, 129 − 127 = 2)
maximal encoding value is 22−16 × 0× 1FFFF = 7.99993896484375
minimal encoding value is 22−16−15 × 0× 1 = 0.00000000186264514923095703125

3: Get 23-bit mantissas and set their default shift to the right by 6 bits - these least significant bits will be discarded.
4: Find the higher exponent to be saved. Add the difference between the larger and smaller exponents to the shift to the right

for the mantissa of a number with a smaller exponent.
5: Crop exponents less than zero and the right shifts greater than 23. Apply right shifts to the mantissas.
6: Round the least significant bits in the mantissas.
7: Set 1 flag bit for the shifted mantissa with a smaller exponent.
8: Check exponent overflow, and set maximum values if necessary.
9: Store the output data at 40 bits (using bitwise operators) as shown in Table IV.

Algorithm 2 40-Bit Coefficient Decoding Procedure
1: Get the mantissas, signs and exponent from the input 40 bits value (using bitwise operators).
2: Shift the mantissas 6 bits to the left (we now have 23-bit mantissas).
3: Add the e constant to the exponents (e = 138 for the acoustic pressure, e = 114 for the particle velocity).
4: For the both mantissas (mR, mI) and exponents (eR, eI):
5: if the mantissa is zero then
6: set the exponent zero (zero mantissa means zero float number),
7: else
8: find the index of the most left one bit in mantissa using the specialized _BitScanReverse or _builtin_clz

function
9: and shift the mantissa according to the index value to the left (mR 	= 23 - index)

10: and recompute the final exponent by the index (eR −= 22 - index).
11: end if
12: Put together the output complex float numbers using bitwise operators at 2 × 32 bits from signs, mantissas and exponents.

also calculated. Given the overall simulation time, these values580

are negligible. To determine the variability of the total times,581

the simulation time was measured for every 5% of the total582

simulation steps. The coefficient of variation of simulation583

times cv = σ/μ, where σ is the standard deviation and584

μ is the mean, was about 9%. Based on the measurement585

results, we can say that the total simulation times with and586

without compression for the given domain sizes do not differ587

significantly (variability is about 3%). Due to the fact that only588

the last period was sampled for the calculation of the average589

intensity, which is approximately 0.35% of all simulation590

steps, the total times are not significantly affected by this591

sampling. However, we can also see the average iteration times592

in which the sampling takes place in the table, and we can593

see that compression is faster than writing to the files. The594

average nonsampling iteration time of a given simulation case595

is calculated as the ratio of the sum of individual iteration596

times to the number of iterations, within the simulation, when597

sampling was not performed. The average sampling iteration598

time is calculated as the ratio of the sum of individual iteration599

times to the number of iterations, within the simulation, when 600

sampling was performed. In particular, the iteration times 601

are 2–10 times faster with the compression than without the 602

compression. In terms of the memory used—the sum of the 603

file size and RAM, the new approach is considerably more 604

economical. A disadvantage of the new approach may be the 605

need for a minimum amount of free RAM depending on the 606

number of coded harmonics. 607

The numerical error caused by the compression is expressed 608

as a normalized L-infinity error, i.e., maximum absolute 609

difference between noncompression (calculated without the 610

use of the compression) and compression data (calculated 611

using compression) divided by the absolute maximum value 612

of noncompression data. The maximum values were calculated 613

across the entire domain. So for Q term and the average inten- 614

sity over the whole simulation 3-D space and for the pressure 615

and the velocity in addition also over the sampling simulation 616

time (4-D). Table VII shows the error values in the percent 617

of the volume rate of heat deposition (Q term), the average 618

intensity for the individual axes (Ixavg , Iyavg , and Izavg ), the 619
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TABLE VI
COMPARISON OF MEMORY USAGE AND COMPUTATIONAL TIMES IN INDIVIDUAL CASES OF SIMULATIONS ON ONE NODE OF THE BARBORA

SUPERCOMPUTER CLUSTER, WITH 36 PROCESSOR CORES (2 × INTEL CASCADE LAKE 6240, 2.6 GHZ) AND AT LEAST 192 GB OF RAM

TABLE VII
RELATIVE ERRORS CAUSED BY COMPRESSION. THE PARTICLE VELOCITIES (ux , uy, uz) ARE NONSTAGGERED

TABLE VIII
THERMAL SIMULATION PARAMETERS

acoustic pressure (p), and the nonstaggered particle velocity620

for the individual axes (ux , uy , uz). If we take into account621

the accuracy of the float data type (∼7.2 decimal digits), then622

the intensity errors are very small. Higher error values for the623

Q term are most likely due to the type of gradient calculation,624

where many products are performed between FFT and IFFT.625

In the case of compression, especially with 40-bit coding, the626

error generally increases with the number of samples in the627

period.628

The CUDA version is fundamentally limited especially by629

the amount of memory available on the GPU. The amount of630

memory listed in Table III, in the first column (approximately)631

should also be available on the GPU and this is quite a major632

and fundamental limitation. The compression with calculating633

the average intensity it is not performed on a GPU and uses a634

CPU and a RAM connected to it. The compression on the GPU 635

does not make sense yet, as in one iteration its computational 636

time is negligible compared to the simulation and in addition it 637

would need the amount of RAM similar to the sizes available 638

to CPUs on the GPUs, which is not yet true. 639

To be able to meaningfully evaluate the magnitudes of 640

errors caused by the compression, the Q term is applied to 641

the calculation of the thermal simulation. This will show how 642

large the differences will be caused by compression in the heat 643

applied to the tissue, and specifically how the ablated tissue 644

will differ. Thermal simulations were performed in MATLAB 645

using the kWaveDiffusion function for the time-domain 646

solution of the diffusion equation or the Pennes’ bioheat 647

equation 648

ρ0C0
∂T

∂ t
= Kt∇2T − ρbWbCb(T − Tb) + Q (23) 649

where ρ0 is the tissue density in kg m−3, C0 is the tissue 650

specific heat capacity in Jkg−1K−1, T is the total temperature 651

in K, Kt is the tissue thermal conductivity in Wm−1K−1, ρb 652

is the blood density in kgm−3, Wb is the blood perfusion rate 653

in s−1, Cb is the blood-specific heat capacity in Jkg−1K−1, Tb 654

is the blood arterial temperature in K, and Q is the volume 655

rate of heat deposition in Wm−3. 656

The input parameters of the thermal simulation are shown 657

in Table VIII. The heating with the Q term calculated in the 658
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TABLE IX
THERMAL SIMULATION ERRORS

Fig. 3. Visualization of (a) average intensity in z-axis and (b) volume rate of heat deposition without the compression.

acoustic simulation was set to 10 s, the cooling time with the659

Q = 0 was set to 20 s.660

The results of the thermal simulation shown in Table IX are661

the temperature after heating, the temperature after cooling,662

CEM43 in %, maximum absolute value of CEM43 for cases663

without compression, and the number of different points664

(also expressed as ablated volume in mm3) of binary matrix665

representing ablated tissue, where CEM43 ≥ 240 min.666

A very important result of the thermal numerical simulations667

is the number of ablated tissue points. This value is essentially668

the same without and with the use of compression. The669

maximum thermal dose L-infinity errors are around 0.5%,670

which is negligible. The temperature differences are also 671

minimal. 672

Figs. 3–7 show sections of the output 3-D data in the center 673

of the x-axis for the case 4. Some of the figures also include 674

a zoomed-in figure cutout from the focused region. Average 675

intensity in z-axis and volume rate of heat deposition is shown 676

in Fig. 3, errors caused by the compression in Figs. 4 and 677

5. The thermal dose in CEM43 units is shown in Fig. 6 678

on the left and the ablated tissue (CEM43 ≥ 240 min) is 679

shown in red on the right, where shades of gray show the 680

mass density derived from the AustinWoman voxel model. 681

The thermal dose errors caused by compression can be seen 682
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Fig. 4. Visualization of (a) average intensity error in z-axis and (b) volume rate of heat deposition with the compression.

Fig. 5. Visualization of (a) average intensity error in z-axis and (b) volume rate of heat deposition with the 40-bit compression.

in Fig. 7, the compression error is on the left, the 40-bit683

compression error on the right. The absolute thermal dose684

errors caused by compression shown in Fig. 7 are, in fact,685

only very small relative errors (0.24% left and 0.036% right) 686

due to the very large maximum value of thermal dose 2.57 × 687

1013 (see Table IX). 688
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Fig. 6. Visualization of (a) thermal dose and (b) ablated tissue without use of the compression.

Fig. 7. Visualization of the thermal dose errors. (a) Compression error (left) and (b) 40-bit compression error (right).

V. CONCLUSION689

690

This work introduces a new method for calculating the691

time-averaged acoustic intensity vector during ultrasound sim-692

ulations performed using a staggered-grid PSTD method. The693

calculation is performed using a compression method. The 694

method presented in this article has significant advantages 695

over the state-of-the-art represented by the simulation with 696

uncompressed output. The main advantage is largely (up to 697

99%) reduced consumption of precious disk space during the 698
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simulation which may significantly reduce the price of the699

computational platform and in some existing configurations700

of such platforms, it can even present an enabling factor for701

execution of the simulations. At the same time, the presented702

method has approximately the same demand for RAM and in703

longer simulations, it can even reduce the computational time.704

Moreover, the compression errors in the proposed method are705

negligible.706

The results of the proposed method are based on improve-707

ment of the important intermediate step in the acoustic sim-708

ulations, calculation of the average intensity. The presented709

approach calculates it using the compression coefficients710

obtained on-the-fly during the simulation, avoiding saving711

of the intermediate results of acoustic pressure and particle712

velocity to the disk during the simulation, as used in state-of-713

the-art approaches.714

In terms of disk space requirements, the new method is715

significantly more economical. While it has higher RAM716

memory requirements, it brings significant disk space savings.717

Please, mind that from the standpoint of supercomputers, the718

extensive fast I/O disk storage space consumption is much719

bigger problem than a need for RAM.720

Through experimental numerical simulations, it has been721

shown that the compression does not adversely affect the722

overall simulation time. Moreover, the average iteration time723

during sampling is 2–10 times shorter which can reduce the724

simulation time in some cases.725

The accuracy of the new method was evaluated using726

thermal simulations. Using the new method, we achieved727

essentially the same results in the determination of ablated728

tissue as with other approaches. The maximum errors are729

around 0.5% for thermal dose and 0.02 ◦C for temperature730

after heating, which are minimal or even negligible.731

The future work may shows that the new method could732

be applicable for signals of a similar nature, e.g., for elec-733

tromagnetic radio waves, where the problem of immediate734

calculation of intensity is the mutual time shift of the signals735

in time. Future work could focus, e.g., on MPI implementation736

or saving RAM.737
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