Modelling laser ultrasound waveforms: The effect of varying pulse duration and material properties
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ABSTRACT:
Optical generation of ultrasound using nanosecond duration laser pulses has generated great interest both in industrial and biomedical applications. The availability of portable laser devices using semiconductor technology and optical fibres, as well as numerous source material types based on nanocomposites, has proliferated the applications of laser ultrasound. The nanocomposites can be deposited on the tip of optical fibres as well as planar hard and soft backing materials using various fabrication techniques, making devices suitable for a variety of applications. The ability to choose the acoustic material properties and the laser pulse duration gives considerable control over the ultrasound output. Here, an analytical time-domain solution is derived for the acoustic pressure waveform generated by a planar optical ultrasound source consisting of an optically absorbing layer on a backing. It is shown that by varying the optical attenuation coefficient, the thickness of the absorbing layer, the acoustic properties of the materials, and the laser pulse duration, a wide variety of pulse shapes and trains can be generated. It is shown that a source with a reflecting backing can generate pulses with higher amplitude than a source with an acoustically-matched backing in the same circumstances when stress-confinement has not been satisfied.
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I. INTRODUCTION

Laser pulses have been used to generate broadband ultrasonic pulses since soon after the first Q-switched laser was developed.1 This photoacoustic effect is now widely exploited, in particular for industrial testing and inspection,2,3 in picosecond ultrasonics,4 and for biomedicine imaging.5 More recently, ultrasound generated from optically absorbing polymer nanocomposites has gained attention6,7 for applications including all-optical ultrasound imaging,8,9 ablative therapy,10 array transmitters,11 acoustic kinoforms,12 and the calibration of medical hydrophones.13 In particular, carbon-polymer nanocomposites (CPN) have become popular because of the high optical absorption and low quantum yield of carbon nanoparticles, and polydimethylsiloxane (PDMS) has been widely used as a matrix material due to its large thermal expansivity and, therefore, efficient ultrasound generation. Several fabrication techniques have been tested,14 including electrospinning,15,16 dip-coating,17 spin-coating,16 infiltration,18 chemical vapor deposition,19 vacuum filtration,20 and blade film coating21 with the aim of producing absorbers that provide pulses that are both very broadband and have large amplitude.

It is the calibration of medical hydrophones that has motivated the current work. In this application, a broadband and planar acoustic source is required with which to test hydrophones using a Primary Standard interferometer at a National Measurement Institute, such as the National Physical Laboratory in the UK. A source comprising a thin optically-absorbing CPN layer deposited on a supporting substrate by blade film coating has been shown to be a promising candidate.13,21 The aim of this paper is to model the temporal shape of the ultrasound pulse generated by such a source. As the generated wave is required to be planar (at least over a region larger than the sensitive area of the hydrophone being tested), the problem can be modelled as one-dimensional. The acoustic properties of the optically-absorbing layer will typically differ from both the backing substrate and the material (water) into which the ultrasound is transmitted. There will be acoustic reflections at these interfaces, so the layer thickness becomes a length scale in the problem. A second length scale is given by the depth of penetration of the light into the optically-absorbing layer, and a third by the duration of the laser pulse (multiplied by the sound speed). The interaction of these factors will govern the shape of the generated waveform. For instance, it was observed recently that the acoustic pressure amplitude generated by a PDMS CPN source depended significantly on whether it was deposited on an acoustically-reflective backing (glass) or an acoustically-matched (PDMS)
backing.\textsuperscript{22} Interestingly, this implies that the condition of stress confinement—isochoric heat deposition—does not hold in this case, and any modelling must take into account the pulse duration and, therefore, how it relates to the other length scales. With the increasing availability of lasers which can offer considerable control over the pulse duration, in particular fibre lasers,\textsuperscript{23–25} there is a need for a model that can incorporate these factors explicitly. The effects of varying these factors could then be investigated and current devices analysed (and perhaps novel devices suggested). In this paper, an analytical expression is derived that describes the wide-variety of waveforms that can be generated by a three-layer optical ultrasound source by varying the backing material, pulse duration, layer thickness, and optical penetration depth. The analytical model is compared to a numerical model and is also used to examine how the pulse duration effects the ratio of reflective to matched backing source amplitudes.

II. ANALYTICAL MODEL

A. Previous work

When a laser pulse is incident on a CPN absorber, the optical energy absorbed is converted to heat (assuming no radiative decay) and both heat and elastic waves propagate from the heated region. The coupled propagation of heat and elastic waves has received a great deal of attention.\textsuperscript{26,27} Fortunately, for our situation, it is possible to make a number of assumptions to simplify the problem. The typical length scales involved here are layers on the order of 10 \( \mu \)m thickness and pulse durations on the order of 1 to hundreds of nanoseconds, and it is therefore not only possible to disregard non-Fourier heat conduction mechanisms\textsuperscript{28} but also to neglect heat diffusion, which will occur on a much longer timescale and even then result in low amplitude waves.\textsuperscript{29} As the model is one-dimensional, it is also possible to neglect shear waves, so we will treat the materials as fluids. The relevant equation is therefore the photoacoustic wave equation for the acoustic pressure, \( p \),

\[
\frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} - \frac{\partial^2 p}{\partial x^2} = \frac{\Gamma}{c^2} \frac{\partial H}{\partial t},
\]  

(1)

where \( H(x, t) \) is the absorbed optical power density, \( \Gamma \) is the dimensionless photoacoustic efficiency, and \( c \) is the sound speed. When the photoacoustic source is not moving, as in this case, then the optical power density can be separated as \( H(x, t) = H(x) f(t) \), where \( H \) and \( f \) have dimensions of \( J \cdot m^{-3} \) and \( s^{-1} \), respectively.

The simplest scenario is when there are no acoustic boundaries and the pulse duration is short enough that the heat deposition can be considered to be instantaneous on an acoustic timescale, as the heating function can then be modelled as a delta function in time, \( f(t) = \delta(t) \). In practice, this is a good assumption when the duration of the laser pulse, \( \tau \), (taken as indicative of the time to thermalize all the absorbed optical energy as the nonradiative relaxation is typically fast) is much shorter than the stress relaxation time \( \tau_{sc} = \min(\mu^{-1}, d)/c \), where \( c \) [m s\(^{-1}\)] is the sound-speed, \( \mu^{-1} \) [m] is the optical penetration depth, and \( d \) the absorber thickness. (Also, the acoustic pressure amplitude will be maximized under this condition.) In this case, if the absorbing layer extends from \( x = 0 \) to \( x = d \), then the acoustic pressure waveform will be the truncated exponential proportional to \( \text{exp}(-\mu(x - ct))U(x - ct)(1 - U(x - ct - d)) \) where \( U \) is the unit step (Heaviside) function. When there is an acoustically reflecting surface at \( x = 0 \), then the concept of an image source can be used to write the waveform as a sum of the above exponential and its reflection about \( x = ct \) weighted by the reflection coefficient, \( R \).\textsuperscript{30} (Reference 31 studies the equivalent spherical case.) When there is also a reflecting surface on the other side of the absorber at \( x = d \) then multiple reflections between the two surfaces must be considered.\textsuperscript{32} Finally, when the laser pulse duration is long enough such that stress confinement is not satisfied, it is necessary to convolve these simple waveforms with the laser pulse shape in time to obtain the generated acoustic waveform. The analytical solution for this situation when the pulse is rectangular is derived in the time domain in the following sections.

Some aspects of this problem have been studied in the literature. Reference 32 studied this case for low absorption (\( \mu \ll 1/d \)) and derived a solution in the frequency domain. Reference 33 found an analytical solution for the case of a Gaussian excitation pulse and an absorbing layer of finite thickness, and considered the relationship between the pulse duration, the layer thickness, and the optical penetration depth, but did not consider the effects of the reflecting boundaries. References 34–36 did consider the acoustic reflections, but only for the case of delta-function excitation. Reference 37 considered the case when the two media surrounding the absorbing layer are the same and derived frequency domain expressions which were numerically Fourier transformed to time series. A frequency-domain, multilayer model that accounts for heat transfer was derived in Ref. 38.

B. Analytical solution for three-layer model

We consider the case illustrated in Fig. 1, in which a pulse of light travels from the left through transparent medium A into optically-absorbing medium B, where it is absorbed following Beer’s law. The three media have different sound speeds, \( c_A, c_B, c_C \) and characteristic acoustic

![FIG. 1. (Color online) Schematic of the arrangement in which an optical absorber (medium B) of thickness \( d \) with Beer’s law optical absorption is sandwiched between two optically non-absorbing media, A and C. The sound-speeds and acoustic impedances of the three media are, \( c_A, c_B, c_C, z_A, z_B, \) and \( z_C \).](https://doi.org/10.1121/10.0003558)
impedances, $z_A$, $z_B$, $z_C$. The absorbing medium, B, has thickness $d$ and optical attenuation coefficient, $\mu$. When $\mu > 1/d$ there will be significant exponential decay of the absorbed energy density across the absorbing region, and for low absorbing B, some of the light will continue on through to the transparent medium C. We aim to model the acoustic pressure reaching a sensor positioned in medium C.

The laser pulse is modelled as a rectangular pulse of duration $\tau$ and energy per unit area $E$ irrespective of its duration, so the power per unit area in the pulse is $E/\tau$, and its pulse shape, $f(t)$, normalized to give an integral of one, is

$$f(t) = \begin{cases} 
1/\tau, & -\tau/2 < t < \tau/2, \\
0, & \text{otherwise}.
\end{cases} \quad (2)$$

There are two acoustically-reflecting surfaces—the interfaces between media A and B and between B and C. Since acoustic absorption is not included in this model, the acoustic waves will bounce backward and forward within layer B many times. This can be modelled by using the concept of image sources. For a detector at position $x > d$, the absorbed energy density, $H$, incorporating the image sources, can be written as

$$H(x) = \begin{cases} 
0, & x > d, \\
TH_0 e^{-\mu s}, & 0 < x < d, \\
TH_0 R_A e^{\mu s}, & -d < x < 0, \\
TH_0 R_A R_B e^{-\mu(x+2d)}, & -2d < x < -d, \\
TH_0 R_B R_C e^{\mu(x+2d)}, & -3d < x < -2d, \\
\vdots & \vdots \\
TH_0 (R_A R_C)^{n/2} e^{-\mu(x+nd)}, & -nd < x < -(n-1)d, \quad n = 0, 2, \ldots \\
TH_0 R_A^{(n+1)/2} e^{\mu(x+(n+1)d)}, & -nd < x < -(n-1)d, \quad n = 1, 3, \ldots
\end{cases} \quad (3)$$

where $H_0$ is the absorbed energy density at the surface $x = 0$, $T$ is the acoustic pressure transmission coefficient for a wave travelling from medium B to medium C, and $R_A$ and $R_C$ are the acoustic pressure reflection coefficients for waves travelling in medium B and reflected from media A and C, respectively. The even $n$ terms correspond to the wave that initially sets off in the positive $x$ direction, and is then multiply-reflected, while the odd $n$ terms correspond to the wave that sets off in the negative $x$ direction before being multiply-reflected.

This use of image sources has essentially turned a three-layer problem into a problem of two half-spaces, one with sound speed $c_B$ containing the photoacoustic source, and the other with sound speed $c_C$ in which the detector lies. To reduce the problem to one in which there is only a single sound speed, thereby allowing us to use the free-space Green’s function to solve it, we let the sound speed everywhere be $c_B$ and define a virtual detector position $\hat{x}$ such that $(\hat{x} - d) = (x - d)(c_B/c_C)$ so that the time of arrival of the signal is the same as it would have been were the correct sound speeds used.

The solution to Eq. (1) can now be written using the free-space Green’s function $G$ as

$$p(x, t) = \frac{\Gamma}{\tau c_B} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(x, x', t - t') \frac{\partial H(x', t')}{\partial t'} dx' dt'. \quad (4)$$

Since, from Eq. (2), $\partial f / \partial t = (\delta(t + \tau/2) - \delta(t - \tau/2))/\tau$, Eq. (4) becomes

$$p(x, t) = \frac{\Gamma}{\tau c_B} \int_{-\infty}^{\infty} H(x') \left( G(x, x', t + \tau/2) - G(x, x', t - \tau/2) \right) dx'. \quad (5)$$

Substituting in the expression for $H$ from Eq. (3) gives

$$p(x, t) = \frac{\Gamma TH_0}{\tau c_B} \left\{ \sum_{n \text{even}} (R_A R_C)^{n/2} e^{-\mu nd} \int_{-nd}^{-(n-1)d} e^{-\mu(s)} (G(x, x', t + \tau/2) - G(x, x', t - \tau/2)) dx' + \sum_{n \text{odd}} (R_A^{(n+1)/2} R_C^{(n-1)/2}) e^{\mu(s-n-1)} \int_{-nd}^{-(n-1)d} e^{\mu(s)} (G(x, x', t + \tau/2) - G(x, x', t - \tau/2)) dx' \right\}. \quad (6)$$
The free-space Green’s function in one dimension for a virtual detector position \( \tilde{x} > x' \) is given by

\[
G(x,x',t-t') = \frac{c_B}{2} U \left( t-t' - \frac{(\tilde{x} - x')}{c_B} \right)
= \frac{c_B}{2} U \left( t-t' - \frac{(d-x')}{c_B} - \frac{(x-d)}{c_C} \right). \tag{7}
\]

Therefore, for a detector positioned at \( x > d \), the acoustic pressure time-series can be written as

\[
p(x,t) = \frac{\Gamma T H_0}{2\pi c_B} \sum_{n \text{even}} \left( R_A R_C \right)^{n/2} e^{-\mu n d} I_{n, \text{even}} + \sum_{n \text{odd}} \left( R_A R_C \right)^{(n+1)/2} e^{\mu (n-1)d} I_{n, \text{odd}}, \tag{8}
\]

where

\[
I_{n, \text{even}} = \int_{-\infty}^{-d} e^{-\mu t} \left( U \left( t + \frac{\tau}{2} - \frac{(d-x')}{c_B} - \frac{(x-d)}{c_C} \right) \right. \\
\left. - U \left( t - \frac{\tau}{2} - \frac{(d-x')}{c_B} - \frac{(x-d)}{c_C} \right) \right) dx', \tag{9}
\]

\[
I_{n, \text{odd}} = \int_{-\infty}^{-d} e^{-\mu t} \left( U \left( t + \frac{\tau}{2} - \frac{(d-x')}{c_B} - \frac{(x-d)}{c_C} \right) \right. \\
\left. - U \left( t - \frac{\tau}{2} - \frac{(d-x')}{c_B} - \frac{(x-d)}{c_C} \right) \right) dx'. \tag{10}
\]

These integrals are evaluated in the Appendix and the resulting expressions are grouped below for when \( \tau < d/c_B \) and \( \tau > d/c_B \).

With

\[
g_{\text{even}}(x', t) = \begin{cases} 
0, & t < -\frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\
\mu \left( e^{-\mu \left(-\tau x/2+(c_B/c_C)(x-d)-c_B\right)} - e^{-\mu(n-1)d} \right), & -\frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\
\frac{1}{\mu} \left( e^{-\mu \left(\tau + (c_B/c_C)(x-d)-c_B\right)} \sinh(\mu c_B \tau/2), \right. & \frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\
0, & \frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C} \end{cases} \tag{11}
\]

and

\[
g_{\text{odd}}(x', t) = \begin{cases} 
0, & t < -\frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\
\mu \left( e^{-\mu \left(-\tau x/2+(c_B/c_C)(x-d)-c_B\right)} - e^{-\mu(n-1)d} \right), & -\frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\
\frac{1}{\mu} \left( e^{-\mu \left(\tau + (c_B/c_C)(x-d)-c_B\right)} \sinh(\mu c_B \tau/2), \right. & \frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x-d)}{c_C} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\
0, & \frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C} \end{cases} \tag{12}
\]
Equations (8) and (11)–(14) give the solution to Eq. (1) for the set-up shown in Fig. 1.

C. Simplified models

1. Weakly absorbing, multi-layer

In the weakly absorbing limit, when $\mu \ll 1/d$ and the absorbed energy density $H_0 e^{-\mu t} \approx E/d$ in Eq. (3), the solution takes the simpler form.

$$p(x, t) = \frac{\Gamma T E}{2d^2 c_B} \left( \sum_{n_{\text{even}}} (R_A R_C)^{n/2} I_n + \sum_{n_{\text{odd}}} R_A^{(n+1)/2} R_C^{(n-1)/2} I_n \right),$$

(15)

$$I_{n_{\text{even}}}^{\tau d/c_B} = \begin{cases} 0, & t < -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\ \frac{1}{\mu} \left( e^{-\mu t} - e^{-\mu(x-d)} \right), & -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ \frac{1}{\mu} \left( e^{-\mu t} - e^{-\mu(x-d)} \right), & -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C} < t < -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\ \frac{1}{\mu} \left( e^{-\mu t} - e^{-\mu(x-d)} \right), & -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ 0, & t > \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}. \end{cases}$$

(13)

$$I_{n_{\text{odd}}}^{\tau d/c_B} = \begin{cases} 0, & t < -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\ \frac{1}{\mu} \left( e^{-\mu t} - e^{-\mu(x-d)} \right), & -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ \frac{1}{\mu} \left( e^{-\mu t} - e^{-\mu(x-d)} \right), & -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C} < t < -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\ \frac{1}{\mu} \left( e^{-\mu t} - e^{-\mu(x-d)} \right), & -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ 0, & t > \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}. \end{cases}$$

(14)

$$I_{n}^{\tau d/c_B} = \begin{cases} 0, & t < -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C}, \\ c_B \left( t + \frac{\tau}{2} \right) - nd - \frac{c_B}{c_C} (x-d), & -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ c_B \left( t - \frac{\tau}{2} \right) + (n+1)d + \frac{c_B}{c_C} (x-d), & -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ 0, & t > \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}. \end{cases}$$

(16)

$$I_{n}^{\tau d/c_B} = \begin{cases} 0, & t < -\frac{\tau}{2} \frac{nd}{c_B} + \frac{c_C}{c_B} (x-d), \\ c_B \left( t + \frac{\tau}{2} \right) - nd - \frac{c_B}{c_C} (x-d), & -\frac{\tau}{2} \frac{nd}{c_B} + \frac{(x-d)}{c_C} < t < -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ -c_B \left( t - \frac{\tau}{2} \right) + (n+1)d + \frac{c_B}{c_C} (x-d), & -\frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C} < t < \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}, \\ 0, & t > \frac{\tau}{2} \frac{(n+1)d}{c_B} + \frac{(x-d)}{c_C}. \end{cases}$$

(17)
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2. Weakly absorbing, two-layer

When, in addition, the absorber and the medium into which it is transmitting are acoustically the same, \( z_B = z_C, c_B = c_C = c \), there is no reverberation, and the solution simplifies further to

\[
p(x, t) = \frac{\Gamma E}{2d^2c} (d_0 + R_A I_1),
\]

where \( I^{<d/c}_0 = \)

\[
\begin{align*}
0, & \quad t < \frac{x - d}{c} - \frac{\tau}{2}, \\
\frac{x - d + \tau}{c} = \frac{x - d}{c} - \frac{\tau}{2} < t < \frac{x - d}{c} + \frac{\tau}{2}, \\
\frac{x - d}{c} + \frac{\tau}{2} < t < \frac{x + d}{c} + \frac{\tau}{2}, \\
\frac{x + d}{c} + \frac{\tau}{2} < t < \infty,
\end{align*}
\]

and \( I^{>d/c}_0 = \)

\[
\begin{align*}
0, & \quad t < \frac{x - d}{c} - \frac{\tau}{2}, \\
\frac{x - d + \tau}{c} = \frac{x - d}{c} - \frac{\tau}{2} < t < \frac{x - d}{c} + \frac{\tau}{2}, \\
\frac{x - d}{c} + \frac{\tau}{2} < t < \frac{x + d}{c} + \frac{\tau}{2}, \\
\frac{x + d}{c} + \frac{\tau}{2} < t < \infty,
\end{align*}
\]

\( I^{<d/c}_1 = \)

\[
\begin{align*}
0, & \quad t < \frac{x}{c} - \frac{\tau}{2}, \\
\frac{x}{c} + \frac{\tau}{2} < t < \frac{x + d}{c} + \frac{\tau}{2}, \\
\frac{x + d}{c} + \frac{\tau}{2} < t < \infty,
\end{align*}
\]

and \( I^{>d/c}_1 = \)

\[
\begin{align*}
0, & \quad t < \frac{x}{c} - \frac{\tau}{2}, \\
\frac{x}{c} + \frac{\tau}{2} < t < \frac{x + d}{c} + \frac{\tau}{2}, \\
\frac{x + d}{c} + \frac{\tau}{2} < t < \infty.
\end{align*}
\]

D. Effect of backing on maximum amplitude

In laser-generated ultrasound, the localized increase in pressure following the light absorption will, over time, propagate away as an acoustic wave. A short laser pulse leads to efficient laser generation of ultrasound when the localized pressure increase does not have time to completely leave the region into which the energy is being deposited—hence the term stress confinement—and so the acoustic pressure builds up. When the stress confinement condition is not met, the acoustic pressure due to the early-arriving part of the optical pulse will have left the absorbing region before the latter parts are thermalized; the acoustic pressure spreads out, rather than builds up, and therefore the maximum amplitude decreases as the laser pulse duration increases.

Consider the case of two acoustically-identical halfspaces, left and right, the right-hand one of which is optically absorbing. When a plane wave pulse of light, short enough for stress confinement to be satisfied, is incident normally through the non-absorbing medium onto the absorbing medium as in Fig. 1, it generates a pressure profile that resembles the profile of the absorbed optical energy. In this case, this initial acoustic pressure distribution will divide into two equal parts, one propagating to the left the other to the right. Now, if the half-space on the left were replaced by a material with a different acoustic impedance, glass say, then a proportion of the left-going wave will be reflected back and immediately follow the right-going wave. Therefore, the pressure-pulse generated from a CPN source backed by an acoustic reflector will be twice as long as that of a source with a backing acoustically matched to the CPN source. Note, though, that the maximum amplitude will remain unchanged. When the optical pulse is longer than the stress confinement requirement, however, the left-going wave will be reflected by the glass back to the right during the continued optical deposition of heat and there will be a consequent build-up of pressure in the absorbing region. If the reflection is positive, the total acoustic pressure reached will be higher than it would be in the absence of the reflection.

We can be more specific. For the low absorption, two-layer case, the ratio of the amplitude with reflective or matched backings can be found straightforwardly from Eqs. (18)–(22). In the stress confined condition, \( \tau < d/c \), the maximum amplitudes are the same, so the ratio is 1. For pulse durations \( d/c < \tau < 2d/c \), the ratio increases linearly with \( \tau \) from 1 to \((1 + R_A)\). When \( \tau > 2d/c \), there is at least one instance at which the amplitude of both \( I_0 \) and \( I_1 \) are going to be maximum, and thus the ratio equals \((1 + R_A)\).

These results can be generalised to the three-layered case and hold for both low and high absorption. There are three cases:

- When the backing is negatively reflecting, \( z_A < z_B \), e.g., in the case of an air-backed source, then the maximum amplitude that can be obtained is the same as for the matched backing case \( z_A = z_B \). This holds both when \( z_B > z_C \) and \( z_B < z_C \).
When \( z_A > z_B > z_C \), as in the case of a glass-backed epoxy-based source transmitting into water, then the amplitude reaches \((1 + R_A)\) times the amplitude in the matched-backing case (as for the two-layer case above).

In the case of a low-impedance absorber, \( z_A > z_B < z_C \), as in the case of a glass-backed PDMS-based source transmitting into water, then the amplitude ratio continues to grow with the pulse duration \( \tau \) such that

\[
\lim_{\tau \to \infty} \left( \frac{\text{max}(\text{reflecting})}{\text{max}(\text{matched})} \right) = \frac{1 + R_A}{1 - R_A R_C},
\]

as can be seen by summing the geometric series in Eq. (15). In many practical cases, the convergence is quite fast, and values close to this limit are reached for \( \tau \approx 10 \) \( d/c_B \).

### III. EXAMPLES

In this section, the analytical solution derived above is plotted for various cases and compared to numerical simulations using k-Wave, a third-party open-source wave solver for MATLAB (MathWorks, Inc., Natick, MA), which is designed for modelling the propagation of broadband acoustic waves in the time-domain. The comparison shows that the time series from the analytical formulae agree with a conventional numerical wave-solver, and indeed could be used as a test-case for this and other numerical wave-solvers.

#### A. Weakly absorbing, two-layer model

The analytical solution, Eqs. (18)–(22), was compared against numerical simulations using k-Wave. Medium A was set to have the acoustic properties of glass and medium B (and therefore C) was water. The thickness of the optical absorbing region B was 60 \( \mu \)m. The absorbed optical energy density was assumed uniform across the absorbing region. The laser pulse duration \( \tau \), spanned 20–100 ns. For each pulse duration, two solutions were computed to test the effect of the backing, i.e., in the first simulation, all media were water (matched case) and in the second simulation medium A was glass, and media B and C were water. The nominal sound-speeds and densities of glass and water were 5500 m/s, 1500 m/s, 2250 kg/m\(^3\), and 1000 kg/m\(^3\), respectively. A convergence test was run to ensure that the spatial grid point spacing (125 nm) and time step (8.33 ps) were small enough such that numerical artifacts were negligible. The waveforms were recorded at 512 \( \mu \)m from the source.

### FIG. 2. Weakly absorbing, two-layer model. Analytical solutions, Eqs. (18)–(22), and k-Wave simulations showing acoustic pressure waveforms for sources with reflective and matched backings, for laser pulse durations ranging from stress-confined \((\tau < d/c)\) to unconfined \((\tau > d/c)\). The thickness of the optical absorber was 60 \( \mu \)m, the sound-speed in medium B was \( c = 1500 \) m/s\(^1\) and the acoustic relaxation time, \( \tau_{ac} = d/c \), was 40 ns. The waveforms are plotted against non-dimensional retarded time, \( \left( t - \frac{\text{position}_\text{sensor} - d}{c} - \frac{d}{c} + \frac{\tau}{2} \right)/\left( d/c \right) \).

### FIG. 3. Weakly-absorbing, two-layer model. Ratio of the maximum amplitude in the reflecting and matched-backing cases for laser pulse durations from 20 to 100 ns, which is plotted against the non-dimensionalised time \( \tau c/d \). \( R_A \) is the pressure reflection coefficient for a wave travelling in the absorber and reflected from the backing, \( d = 60 \) \( \mu \)m is the absorber thickness, and \( c = 1500 \) m/s\(^1\) is the sound-speed in the optical absorber. k-Wave simulations were performed in steps of 5 ns pulse duration.
interface between media B and C (the edge of the absorbing region). Figure 2 shows example waveforms, and the ratios of the maximum amplitudes are shown in Fig. 3. In these simulations, as in those below, k-Wave’s output agrees very closely with the analytical solution. (In fact, the level of agreement is limited only by memory and time available to run the k-Wave simulations.)

B. Three-layer model

In this section, the analytical solution, Eqs. (8) and (11)–(14), was compared against numerical k-Wave simulations for several different scenarios.

First, the analytical solutions for the air-backed case were computed with $z_A < z_B$ and $z_B > z_C$. The nominal sound-speeds of air (medium A), optical absorber (medium B), and water (medium C) were 343 m⋅s$^{-1}$, 1000 m⋅s$^{-1}$ (PDMS) or 2500 m⋅s$^{-1}$ (epoxy), and 1500 m⋅s$^{-1}$, respectively, and their densities were 1.2 kg⋅m$^{-3}$, 1000 kg⋅m$^{-3}$ (PDMS) or 1250 kg⋅m$^{-3}$ (epoxy), and 1000 kg⋅m$^{-3}$, respectively. The thickness, $d$ of the optical absorber, medium B, was 50 μm. Two values of the optical attenuation coefficient $\mu$ were compared: in the first case it was $10^5$ m$^{-1}$ ($1/\mu < d$) and in the second case, it was $10^4$ m$^{-1}$ ($1/\mu > d$). The laser pulse duration, $\tau$, spanned 1–1000 ns, and its amplitude, $1/\tau$. The maximum value of the number of reflections was chosen to

![Graph showing analytical solutions for the three-layer model.](image-url)
be the lowest value for which an increase would make no visible change in the output time series. k-Wave simulations were not performed for this case as the presence of the air-absorber interface leads to slow convergence with grid step size. The resulting waveforms are shown in Figs. 4 and 5. The waveforms are plotted against non-dimensional retarded time, \( \left( t - \frac{(\text{position}_{\text{sensor}} - d)}{C_0} - \frac{d}{C_B} + \frac{\tau}{2} \right) \) / \( \frac{d}{C_B} \).

Second, the analytical solutions and k-Wave simulations for the hard-reflective backing, \( z_A > z_B \), were computed. The medium A was set to have the acoustic properties of glass with sound-speed and density of 5500 m/s and 2250 kg·m⁻³, respectively. The other parameters of the medium B and medium C were the same as the air-backed case. The resulting waveforms are shown in Figs. 6 and 7. The waveforms are plotted against non-dimensional retarded time, \( \left( t - \frac{(\text{position}_{\text{sensor}} - d)}{C_0} - \frac{d}{C_B} + \frac{\tau}{2} \right) \) / \( \frac{d}{C_B} \).

It is interesting to see that many different pulse shapes can be generated by varying the acoustic impedance, \( z \), thickness of the optical absorber, \( d \), optical penetration depth, \( 1/\mu \), and duration of the laser pulse, \( \tau \). In the case of matched backing, \( z_A = z_B \), the wave transmitted in medium C is always a singular positive pulse. However, in the case of \( z_A < z_B \) (air-backed) and \( z_A > z_B \) (hard-reflective backing), the polarity of the interfacial reflections will affect the

---

FIG. 5. Analytical solutions for the three-layer model, Eqs. (8) and (11)–(14), for sources with matched and air backings for laser pulse durations ranging from stress-confined \((\tau < d/C_B)\) to unconfined \((\tau > d/C_B)\). The thickness of the optical absorber, \( d \) was 50 \( \mu \)m and the two optical penetration depths \((1/\mu)\) were 100 \( \mu \)m (left panel) and 10 \( \mu \)m (right panel). The corresponding acoustic relaxation time, \( \tau_{ac} = d/C_B \) was 20 ns (left panel) and \( \tau_{ac} = \mu^{-1}/C_B \) was 4 ns (right panel). The acoustic impedance of the optical absorber, \( z_d \) was greater than the acoustic impedance of water, \( z_C \). In the negatively reflecting case \( z_A < z_B \), the impedance of the air backing, and in the matched case \( z_A = z_B \).
shape of the wave transmitted into medium C. The shape of
the main pulse is also influenced by $\tau$ when $\tau > d/c_B$, since
the reflections either add constructively ($z_B < z_C$) or con-
structively and destructively ($z_B > z_C$) with the main pulse
giving rise to a multitude of shapes in comparison to the
matched backing case as seen in Figs. 4 and 7. Also, the
pulse amplitudes are higher for the weakly-absorbing case
$1/\mu > d$ (Figs. 4 and 7; left-panel) compared to the more
absorbing case $1/\mu < d$ (Figs. 4 and 7; right-panel) when
$\tau > d/c_B$. This is because in the weakly-absorbing case, the
reflections interact more frequently with the non-reflected
pulse during continued optical deposition of the heat, lead-
ing to greater build-up of pressure.

Finally, the effect on the wave amplitude of having a
reflective backing, as opposed to a matched backing, was
studied and compared to the results from Sec. II D. For laser
pulse durations from 1 to 1000 ns, waveforms for the
matched backing, $z_A = z_B$, and hard-reflective backing, $z_A > z_B$, were evaluated. A convergence test was run to
determine the spatial grid point spacing and time step, at
50 nm and 2 ps, were small enough. For the analytical solu-
tion, ten image sources were included in the computations
($n = 10$). The waveforms were recorded at 1.1663 mm from
the edge of the optical absorber in water (although the
model is one-dimensional, linear, and non-absorbing so
would give the same result at any position in medium C).
The ratios of the maximum amplitudes are shown in Fig. 8, showing how the ratios approach the long-pulse-duration limits derived in Sec. II.D. The “kinks” in the ratio curve in Fig. 8(B), in the case of the PDMS absorber (lower impedance than the water), occur when the duration of the source heating is long enough that the first part of the pulse has propagated through the PDMS, reflected from the PDMS/water interface, propagated back through the PDMS, reflected from the PDMS/glass interface, and is added to by the ongoing heating pulse. When the heating is restricted to the surface of the absorber (very high absorption) these kinks occur at times corresponding to multiples of two round trips through the PDMS layer. When the absorption depth is greater, as here, the kinks will occur at slightly later times.

A MATLAB® script of the analytical solutions Eqs. (8) and (11)–(14), which can be used to reproduce waveforms in Figs. 4–7 is provided as supplementary material. The supplied example script also produces amplitude spectra of the waveforms in Figs. 4–7.

IV. SUMMARY

A time-domain solution was derived in one dimension for the acoustic pressure waveform generated by an optical ultrasound source consisting of an optically absorbing layer.
on a backing. It was shown that by varying the optical attenuation coefficient, the thickness of the absorbing layer, the acoustic properties of the materials, and the laser pulse duration, a wide variety of pulse shapes can be generated. It was shown that a source with a reflecting backing can generate pulses with higher amplitude than a similar source with an acoustically-matched backing when stress-confinement has not been satisfied. Analytical expressions for the difference in the amplitudes were found. The analytical model was shown to agree with a widely-used numerical model, k-Wave. While such a numerical model can be used to study much more general cases, an analytical model has no issues with numerical convergence, is faster to compute, requires much less memory, is less prone to user error, and, being in analytical form, can provide greater insight into what is going on— as seen with the expressions for the amplitude ratio derived in Sec. II D. This latter point can be very helpful if the model is to be used as a design tool. A limitation of this work is the neglect of acoustic attenuation. This can be high in CPNs, leading in some cases to the use of very thin optically absorbing layers for which stress confinement does not hold. When this is the case, the effect of the pulse duration on the signal—an effect captured by this model—will become more significant. There has been great interest in multi-layered optical ultrasound sources for both industrial and biomedical applications, and it is hoped that this work will assist in understanding the characteristics of those sources and in the design of novel optical ultrasound sources.
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APPENDIX

This appendix gives details about the solution of the integrals in Eqs. (9) and (10). The regions of integration are shown in Figs. 9 and 10 for the cases when \( \tau < d/c_B \) and \( \tau > d/c_B \), respectively. The integrand shown (in red) has an exponential decay in the \( x' \) direction, which corresponds to the even \( n \) case. For the case of odd \( n \), the exponential will decay in the opposite direction. The expressions for the five regions of integration when \( \tau < d/c_B \) and \( \tau > d/c_B \) are derived. First, with the even \( n \) case for \( \tau < d/c_B \).
For the even case, but $f_{\text{even},2}$ needs evaluating.

For the even case for $\tau > d/c_B$,

\[
I_{n, \text{even}}^{>d/c_B} = \begin{cases} 
0, & t < -\frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x - d)}{c_C}, \\
\text{f}_{\text{even},1}^*, & -\frac{\tau}{2} + \frac{nd}{c_B} + \frac{(x - d)}{c_C} < t < -\frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x - d)}{c_C}, \\
\text{f}_{\text{even},2}^*, & -\frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x - d)}{c_C} < t < -\frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x - d)}{c_C}, \\
\text{f}_{\text{even},3}^*, & -\frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x - d)}{c_C} < t < -\frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x - d)}{c_C}, \\
0, & t > -\frac{\tau}{2} + \frac{(n+1)d}{c_B} + \frac{(x - d)}{c_C}.
\end{cases}
\]
\[ f_{\text{even}, 2} = \int_{-\infty}^{-(n-1)d} e^{-\mu x'} dx', \]
\[ = \frac{1}{\mu} (e^{\mu d} - e^{\mu(n-1)d}), \quad (A6) \]

Repeating the above calculations for the odd \( n \) case, remembering the exponential in the integrand decays in the opposite direction, gives

\[ f_{\text{odd}, 1} = \int_{-(n-1)d}^{-(n-1)d + nc_d / c_B + (x-d) - c_d t} e^\mu x' dx', \]
\[ = \frac{1}{\mu} (e^{\mu(n-1)d} - e^{\mu(nc_d / c_B + (x-d) - c_d t)}), \quad (A8) \]

\[ f_{\text{odd}, 2} = \int_{-(n+1)d}^{-(n+1)d + nc_d / c_B + (x-d) - c_d t} e^\mu x' dx', \]
\[ = 2 \frac{e^{\mu(n+1)d + c_d (x-d) - c_d t}}{\mu} \sinh(\mu c_B \tau / 2), \quad (A9) \]

\[ f_{\text{odd}, 3} = \int_{-(n+1)d}^{-(n+1)d + nc_d / c_B + (x-d) - c_d t} e^\mu x' dx', \]
\[ = \frac{1}{\mu_a} (e^{\mu(n+1)d + c_d (x-d) - c_d t} - e^{-\mu d}), \quad (A10) \]

And finally,

\[ f_{\text{odd}, 1} \text{ and } f_{\text{odd}, 3} \text{ are unchanged from the } \tau < d / c_B \text{ case, but } f_{\text{odd}, 2} \text{ needs to be evaluated} \]

\[ f_{\text{odd}, 2} = \int_{-(n+1)d}^{-(n+1)d} e^\mu x' dx', \]
\[ = \frac{1}{\mu_a} (e^{\mu(n+1)d} - e^{\mu(n+1)d}). \quad (A12) \]

These results are grouped together in Eqs. (11)–(14).


See supplementary material at https://www.scitation.org/doi/suppl/10.1121/10.0003558 for a matlab@ function script, which implements analytical solutions Eqs. (11)–(14) and the accompanying matlab® example script that reproduces analytical waveforms in Figs. 4–7.