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Abstract. Quantitative photoacoustic tomography is an emerging imaging technique aimed at estimating optical
parameters inside tissues from photoacoustic images, which are formed by combining optical information and
ultrasonic propagation. This optical parameter estimation problem is ill-posed and needs to be approached within
the framework of inverse problems. It has been shown that, in general, estimating the spatial distribution of more
than one optical parameter is a nonunique problem unless more than one illumination pattern is used. Generally,
this is overcome by illuminating the target from various directions. However, in some cases, for example when
thick samples are investigated, illuminating the target from different directions may not be possible. In this work,
the use of spatially modulated illumination patterns at one side of the target is investigated with simulations. The
results show that the spatially modulated illumination patterns from a single direction could be used to provide
multiple illuminations for quantitative photoacoustic tomography. Furthermore, the results show that the
approach can be used to distinguish absorption and scattering inclusions located near the surface of the target.
However, when compared to a full multidirection illumination setup, the approach cannot be used to image as
deep inside tissues. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction
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1 Introduction
Photoacoustic tomography (PAT) is an emerging imaging
modality developed over the last two decades, which combines
the benefits of optical contrast and ultrasound propagation. The
optical aspect provides information on the distribution of
chromophores, which are light-absorbing molecules within
the tissue. The chromophores of interest are, for example, hae-
moglobin, melanin, and various contrast agents. The ultrasonic
waves carry this optical information directly to the surface with
minimal scattering, thus retaining accurate spatial information
as well. Nowadays, PAT can be used to provide images of
soft biological tissues with high spatial resolution. It has suc-
cessfully been applied to the visualization of different structures
in biological tissues, such as human blood vessels, microvascu-
lature of tumors, and the cerebral cortex in small animals.
However, this information is only a qualitative image and it
does not include quantitative information on the concentrations
of the chromophores. For more information about PAT, see, for
example, Refs. 1–5 and the references therein.

Quantitative photoacoustic tomography (QPAT) is a tech-
nique aimed at estimating the absolute concentrations of the
chromophores.6 This is a hybrid imaging problem in which
the solution of one inverse problem acts as data for another
ill-posed inverse problem. The first inverse problem of QPAT
is to reconstruct the initial acoustic pressure distribution from

the measured acoustic waves. This is an inverse initial value
problem in acoustics, and there are a large number of
reconstruction techniques available, see, for example, Refs. 1,
3, and 7 and the references therein. However, in cases in
which the speed of sound and acoustic absorption within the
tissue are spatially varying, the inverse problem becomes sig-
nificantly more challenging.8–17 In this paper, it is assumed
that the acoustic inverse problem in QPAT is performed in an
idealistic fashion. The data that are utilized in the numerical
analysis are formed by using the true acoustic initial pressure
distribution with noise added to it. In practice, however, the
data would be the solution of the acoustic inverse problem.
Therefore, although not discussed in this work, issues related
to an acoustic inverse problem, such as sensor response, (limited
view) measurement geometry, etc., need to be solved. For poten-
tial solutions, see, for example, Refs. 18–23 and the references
therein.

The second inverse problem in QPAT is the optical image
reconstruction problem of reconstructing the distributions of
the optical parameters from the absorbed optical energy density.
The goal is to estimate the concentrations of chromophores.
These can be obtained either by directly estimating the distribu-
tions of concentrations at various wavelengths6,24–31 or by first
recovering the absorption coefficients at different wavelengths
and then calculating the concentrations from the absorption
spectra.6 In order to obtain accurate estimates, the scattering
effects also need to be taken into account.6,32–34

In the optical inverse problem of QPAT, in the absence of
other suitable prior knowledge, estimation of both absorption*Address all correspondence to: Aki Pulkkinen, E-mail: aki.pulkkinen@uef.fi
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and scattering is generally nonunique if only one light illumi-
nation is used.30,32 To overcome this problem, one approach
has been to assume the scattering as known and to estimate
only the absorption.35–40 This, however, is unrealistic since in
practical applications scattering is usually not exactly known.
This approach has been improved by modeling the errors caused
by the fixed scattering assumption by using a Bayesian approxi-
mation error modeling.34 As an alternative approach, in Ref. 41,
the absorption and the photon fluence were extracted using a
sparse signal representation, and the inverse problem was for-
mulated as a problem of finding boundaries between the piece-
wise constant optical parameters in Ref. 42.

In Ref. 32, it was shown that the nonuniqueness can be over-
come by using multiple optical illuminations. Generally, this has
been achieved by illuminating the target from different direc-
tions.30,32,33,43–47 Also, combining QPAT and diffuse optical
tomography (DOT) data types can be used to overcome the non-
uniqueness.48,49 However, in some cases, for example when
thick samples are investigated, illuminating the target from dif-
ferent directions may not be possible.

In this work, multiple illuminations are provided by using
spatially modulated illumination patterns at one side of the tar-
get. Using spatially modulated light patterns have been previ-
ously investigated in the case of other near-infrared light
based imaging modalities to improve the quality of the recon-
structed images. In DOT, fluorescence DOT and combined
DOT-QPAT multiple light patterns have been utilized to reduce
the ill-posedness and to improve the spatial resolution of the
reconstructed images.48,50–53 Furthermore, optimal source pat-
terns that would maximize the detectivity of the inhomogene-
ities in DOT have been investigated.54 In the case of QPAT,
good spatial resolution is provided by the ultrasound propaga-
tion. On the other hand, the multiple light patterns can be used to
overcome the nonuniqueness problem of the illumination from a
single side. The approach can be expected to be valid as deep in
the medium as the light patterns are distinguishable, which
depends on the optical properties of the target.

In this work, simultaneous estimation of absorption and scat-
tering in QPAT using multiple illumination patterns originating
from a single direction of the target is investigated. The work
is motivated by measurement setups that can be limited to
one side of the target.55 The image reconstruction problem is
approached in the Bayesian framework for ill-posed inverse
problems.31,34,56–58

Due to the ill-posedness of the optical inverse problem of
QPAT, the reconstruction is sensitive to measurement and mod-
eling errors. Therefore, light propagation within the target needs
to be accurately modeled. In this case, when illuminations are
provided only from a single direction, the imaging regions are
thin, and thus, the radiative transfer equation (RTE) needs to be
used as the model for light propagation.30,33,47,59

The rest of the paper is organized as follows. The optical
image reconstruction in QPAT and the proposed approach are
described in Sec. 2. The results of simulations are shown in
Sec. 3, and the conclusions are given in Sec. 4.

2 Methods
In QPAT, a short pulse of near-infrared light is used to illuminate
the region of interest. As light propagates within the tissue, it is
absorbed by chromophores. This generates localized increases
in pressure. This pressure increase propagates through the tissue
as an acoustic wave and is detected by ultrasound sensors on the

surface of the tissue. The propagation of the acoustic wave
occurs on a microsecond time scale, about five orders of mag-
nitude slower than the optical propagation, so only the total
absorbed optical energy density is of interest and not the rate
of the absorption. This large difference in the time scales allows
the optical and acoustic parts of the inverse problem to be
decoupled and treated separately. In this work, the optical
inverse problem of QPAT is considered.

In the optical inverse problem of QPAT, the discretized dis-
tribution of the optical parameters inside the object is estimated
when the absorbed optical energy densityHmeas is given. In this
paper, the optical parameters of interest are the absorption and
scattering coefficients, and the inverse problem is solved with a
Bayesian inverse problems approach.56 Thus, one seeks to find
the distribution of the optical parameters (μ̂a, μ̂s), which mini-
mizes the functional

ðμ̂a; μ̂sÞ ¼ argmin
ðμa;μsÞ

kLe½Hmeas −Hðμa; μsÞ − ηe�k2

þ kLμaðμa − ημaÞk2 þ kLμsðμs − ημsÞk2; (1)

where Hmeas and H are the measured and the modeled absorbed
optical energy density, respectively, ηe, ημa , and ημs are the
means of the noise and the priors for absorption and scattering,
and LT

eLe ¼ Γ−1
e , LT

μaLμa ¼ Γ−1
μa , and LT

μsLμs ¼ Γ−1
μs are the

Cholesky decompositions of the inverse covariance matrices
of the probability distributions representing the noise and the
prior. Equation (1) describes the maximum a posteriori estimate
of the inverse problem, where it is presumed that the statistics of
the noise and the prior information of the parameters of interest
can be presented using Gaussian distributions. In this work, the
minimization problem [Eq. (1)] is solved using a Gauss-Newton
method equipped with a line search algorithm and a positivity
constraint.

2.1 Light Propagation Model

Let Ω ⊂ Rn, n ¼ 2 or 3, denote the physical domain with boun-
dary ∂Ω and let s ∈ Sn−1 denote a unit vector of the direction of
light propagation. In this paper, the propagation of light is mod-
eled using the time-independent RTE

s · ∇ϕðr; sÞ þ ðμa þ μsÞϕðr; sÞ

¼ μs

Z
Sn−1

Θðs · s 0Þϕðr; s 0Þds 0; (2)

where ϕðr; sÞ is the radiance at the position r ∈ Ω into the direc-
tion s, μa and μs are the (spatially varying) absorption and scat-
tering parameters, and Θðs · s 0Þ is the scattering phase function
describing the probability of light scattering from direction s 0 to
direction s. A vacuum type boundary condition for the RTE
[Eq. (2)] is used and it takes the form

ϕðr; sÞ ¼ ϕ0ðr; sÞ; r ∈ ∂Ω; s · ν ≤ 0; (3)

where ν is the outward normal on ∂Ω, and ϕ0ðr; sÞ describes the
inward radiance on the boundary (i.e., the light source). In this
work, the solution of the RTE [Eq. (2)] is numerically approxi-
mated using a finite element method with piecewise linear rep-
resentations of both spatial and angular discretizations and the
optical parameters.33,60 For the scattering phase function Θ, the
Henyey-Greenstein scattering function is used.61
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The absorption of light results in the absorbed optical energy
density field

HðrÞ ¼ μaðrÞΦðrÞ; (4)

where Φ is the fluence obtained from the radiance

ΦðrÞ ¼
Z
Sn−1

ϕðr; sÞds: (5)

2.2 Light Illuminations

In this work, a two-dimensional (n ¼ 2) rectangular
domain Ω, with coordinates spanning ½−2.5 mm; 2.5 mm�
×½−5 mm; 5 mm�, is investigated. Two types of light illumina-
tion patterns are studied: the single-direction and the multidir-
ection illuminations. For both illumination types, two different
spatial modulations of light are used. In the single-direction illu-
mination patterns, light is set to enter the target only from one
side of it. In the multidirection illuminations, light enters the
target from various sides. The two different inward radiances
of the single-direction illuminations are defined as

ϕ0;1ðr; sÞ ¼
8<
:

−ðs · νÞ
�
1 − cos

�
2π

5 mm
y
��2

; r ∈ ∂ΩL; s · ν ≤ 0

0; r ∈ ∂ΩR ∪ ∂ΩB ∪ ∂ΩT; s · ν ≤ 0

ϕ0;2ðr; sÞ ¼
8<
:

−ðs · νÞ
�
1þ cos

�
3π

5 mm
y
��2

; r ∈ ∂ΩL; s · ν ≤ 0

0; r ∈ ∂ΩR ∪ ∂ΩB ∪ ∂ΩT; s · ν ≤ 0

; (6)

where ν is the outward normal at the boundary, ∂ΩL,
∂ΩR, ∂ΩT , and ∂ΩB correspond to left, right, top, and bot-
tom boundaries of the rectangular domain Ω, and
y ∈ ½−5 mm; 5 mm� is the vertical coordinate. The factors
½1 − cosð2πy∕5 mmÞ�2 and ½1þ cosð3πy∕5 mmÞ�2 pro-
duce a positive inward radiance with sinusoidal spatial
modulation on the left side of the rectangular domain.
For the multidirection illuminations, the inward radiances
are defined as

ϕ0;1ðr; sÞ ¼
�−s · ν; r ∈ ∂ΩL ∪ ∂ΩT; s · ν ≤ 0

0; r ∈ ∂ΩR ∪ ∂ΩB; s · ν ≤ 0

ϕ0;2ðr; sÞ ¼
�
0; r ∈ ∂ΩL ∪ ∂ΩT; s · ν ≤ 0

−s · ν; r ∈ ∂ΩR ∪ ∂ΩB; s · ν ≤ 0
: (7)

In this work, both single- and multidirection illuminations
have a sinusoidal inward angular directivity pattern for the radi-
ance, given by the factor −ðs · νÞ in Eqs. (6) and (7). This
means that the light source is such that no light is transmitted
parallel to the surface while maximum transmission takes place
perpendicular to the surface, thus mimicking the behavior of a
light source with a directional radiation pattern as could be used
in QPAT.

An example of fluence distribution inside the domain with
homogeneous optical parameters corresponding to the back-
ground parameter values used in the simulations in Sec. 3 is
shown in Fig. 1. As can be seen, the spatial patterns between
the two single-direction illuminations are clearly distinguishable
only close to the surface of the illumination direction (the left
edge), with the fluence patterns becoming indistinguishable
deeper in the domain. This becomes more apparent when com-
paring the contour lines produced by the two spatial illumination
patterns, which come close to overlapping deeper in the target.
For the multidirection illumination patterns, the fluence is
clearly distinguishable between the two illumination patterns
throughout the domain.

3 Results
The simulations were performed in a rectangular two-dimen-
sional domain of size 5 mm × 10 mm. Two problems were
investigated: one in which the noise level was varied, and the
second in which the location (depth) of the inclusions (variations
of μa and μs from the background value) within the simulation
domain was varied.

3.1 Data Simulation

The data were simulated using the RTE [Eq. (2)] together with
the boundary condition [Eq. (3)]. Two single-direction illumina-
tion patterns were created according to Eq. (6). For comparison,
data using multidirection illuminations [Eq. (7)] were created.
In all of the simulations, the Henyey-Greenstein scattering
anisotropy value g ¼ 0.9 was used. In all cases, the spatial finite
element discretization consisted of 6492 triangular elements
with 3355 grid-nodes, and an angular discretization of 32 direc-
tions was used. The fluence and absorbed optical energy density
were calculated from the radiance using Eqs. (4) and (5).

The resulting absorbed energy density fields were then inter-
polated into the inversion grid composed of 5690 triangular ele-
ments with 2947 grid-nodes and 32 angular directions. After the
interpolation, normally distributed zero-mean noise with a stan-
dard deviation proportional to the absorbed energy density field
was added to the data as

Hmeas ¼ ð1þ ϵξÞH; (8)

where ξ is normally distibuted noise with a zero mean and stan-
dard deviation of one, ϵ is the noise amplitude, and H is the
simulated noiseless absorbed energy density field. Values of
ϵ of 0.05, 0.01, and 0.001 were used.

3.2 Reconstructions

Absorption and scattering distibution were estimated by mini-
mizing Eq. (1). For the noise statistics, accurate parameters
of zero mean and covariance matrix Γe ¼ diagfϵ2H2g were
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used. As the prior model of the unknown μa and μs, an Ornstein-
Uhlenbeck process derived statistics was chosen,62 which has
previously been used in a Bayesian inverse problem approach
in QPAT.31 Accordingly, the marginal covariance matrices of
the prior was set as being proportional to matrix Ξ with its ele-
ments defined as

Ξij ¼ expð−kri − rjk∕lÞ; (9)

where ri and rj are the coordinates r of the i’th and j’th grid-
node and l is the correlation distance set to l ¼ 1 mm. The cor-
relation distance was arbitrarily chosen to support distributions
with distinguishable spatial features within the investigated
domain size. The choice is a compromise, as choosing a very
short correlation distance would result in an almost white

noise behavior of the prior supporting spatially uncorrelated fea-
tures in the estimates. On the other hand, choosing a long cor-
relation distance could bias the estimates to have minimal spatial
features. The prior statistics for μa and μs were defined as μa ∼
N ðημa ;ΓμaÞ and μs ∼N ðημs ;ΓμsÞ, with

ημa ¼ 1

2
ðmax μa þmin μaÞ;

Γμa ¼
1

4
ðmax μa −min μaÞ2Ξ;

ημs ¼
1

2
ðmax μs þmin μsÞ;

Γμs ¼
1

4
ðmax μs −min μsÞ2Ξ; (10)

Fig. 1 Fluence distributions for single- and multidirection light sources given by Eqs. (6) and (7) shown in
the top and bottom rows, respectively. Fluence shown in 5 mm × 10 mm domain. The left and middle
column show the fluence for inward radiances ϕ0;1 and ϕ0;2, respectively. The seven solid lines denote
contour lines of constant fluence for 87.5, 75.0, 62.5, 50.0, 37.5, 25.0, and 12.5% of the peak fluence. The
right column shows the contour lines for light sources ϕ0;1 and ϕ0;2 with black and red lines, respectively.
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where min μa, max μa, min μs, and max μs are the assumed
low and high values of the range of variation of the optical
absorption and scattering parameters, and it has been assumed
that the parameters vary by one standard deviation from the mid-
point of the ranges. Formin μa,max μa,min μs, andmax μs, the
true minimum and maximum values of the optical absorption
and scattering parameters were used.

Quantification of the accuracy of the reconstructions was
evaluated in terms of the relative error of μa and μs with

Eμa ¼ 100% ·
kμa;TRUE − μ̂ak

kμa;TRUEk
;

Eμs ¼ 100% ·
kμs;TRUE − μ̂sk
kμs;TRUEk

;

(11)

where μa;TRUE and μs;TRUE are the true (simulated) optical
absorption and scattering, and μ̂a and μ̂s are the estimated
absorption and scattering obtained with Eq. (1).

Fig. 2 Optical absorption and scattering parameters μa and μs used to simulate the data with the inclu-
sions located at a depth of d ¼ 1 mm, and their reconstructions with the single- and multidirection illu-
minations. Reconstructions shown for three noise levels (from top to bottom): ϵ ¼ 0.05, ϵ ¼ 0.01, and
ϵ ¼ 0.001.

Table 1 Relative errors of the absorption and scattering estimates,
Eμa and Eμs , for the single- and multidirection illuminations. Relative
errors shown for noise level variations of Sec. 3.3 (noise level 1 to 3)
and inclusion depth variations of Sec. 3.4 (depth 1 to 4).

Simulation

Eμa (%) Eμs (%)

Single Multi Single Multi

Noise level 1 (ϵ ¼ 0.05, d ¼ 1 mm) 4.38 3.63 12.79 8.43

Noise level 2 (ϵ ¼ 0.01, d ¼ 1 mm) 2.06 0.80 10.26 6.07

Noise level 3 (ϵ ¼ 0.001, d ¼ 1 mm) 2.07 0.21 11.11 4.87

Depth 1 (ϵ ¼ 0.01, d ¼ 1 mm) 1.47 0.80 11.08 6.12

Depth 2 (ϵ ¼ 0.01, d ¼ 2 mm) 5.37 0.76 13.02 6.15

Depth 3 (ϵ ¼ 0.01, d ¼ 3 mm) 5.72 0.74 12.36 6.25

Depth 4 (ϵ ¼ 0.01, d ¼ 4 mm) 3.20 0.77 14.37 6.02
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3.3 Noise-Level Variations

First, the impact of the noise level on the accuracy of the esti-
mates was investigated. Three noise levels, ϵ ¼ 0.05, ϵ ¼ 0.01,
and ϵ ¼ 0.001, were used when the data were simulated. True
absorption and scattering parameters used to simulate the data
are shown in Fig. 2. The true absorption and scattering inclusions
were located approximately at a depth of d ¼ 1 mm. Estimated
absorption and scattering distributions are shown in Fig. 2.

Qualitatively, the absorption estimates match the true absorp-
tion well, with small ripples visible in the reconstructions with
the highest noise level. The differences between the single- and
multidirection illuminations become more apparent in the esti-
mates of scattering coefficients. It can be seen that the single-
direction illuminations result in an overall worse visual quality
of the scattering reconstructions than the multidirection illumi-
nations, as the size and shape of the scattering inclusion are
more distorted in the reconstructions. An improvement in the

Fig. 3 Optical absorption and scattering parameters μa and μs used to simulate the data, and their recon-
structions with the single- andmultidirection illuminations. Parameters and reconstructions shown for four
depths of the inclusions d ¼ 1 mm, 2 mm, 3 mm, and 4 mm (from top to bottom). Reconstructions are
shown for the noise level ϵ ¼ 0.01.
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visual quality of the reconstruction is evident when the noise
level is reduced.

Table 1 shows the relative errors of the reconstructions com-
puted using Eq. (11). As can be seen, both the absorption and
scattering estimates using single-direction illuminations are
more sensitive to noise than the estimates using multidirection
illuminations since their relative errors are higher than those
using the multidirection illuminations. An improvement of
the estimates takes place when the noise level is reduced for
both the single- and multidirection illuminations. However,
the relative errors using the single-direction illumination do
not change significantly when the error level is reduced from
ϵ ¼ 0.01 to ϵ ¼ 0.001.

The single-direction reconstructions in comparison to multi-
direction reference reconstructions show that, in order to obtain
equally accurate reconstructions with single-direction illumina-
tions, the measurement system (and the acoustic solution
method) has to have a lower noise level than when using a sys-
tem capable of multidirection illuminations.

3.4 Inclusion-Depth Variations

The depth of the absorption and scattering inclusions was varied
from the edge of the simulation domain. Figure 3 shows the opti-
cal absorption and scattering parameters used in the simulations
for inclusion depths of d ¼ 1 mm, 2 mm, 3 mm, and 4 mm.
Both single- and multidirection illuminations were used to sim-
ulate the data using the noise level ϵ ¼ 0.01.

The estimated absorption and scattering distributions are
shown in Fig. 3. As can be seen, the absorption reconstructions
look visually equally good at all the investigated depths for both
single- and multidirection illuminations. However, for the scat-
tering reconstructions obtained using the single-direction illumi-
nations, it can be seen that estimates are worse the deeper the
inclusions are from the light source, and no resemblance to the
true scattering distribution is observed except when the inclu-
sions are located close to the light source. When the multidir-
ection illuminations are used, the scattering reconstructions are
qualitatively equally good regardless of the depth of inclusions.

The relative errors of the absorption and scattering estimates
are shown in Table 1. The relative errors when using single-
direction illuminations become higher as the depth of the inclu-
sions is increased. The relative errors obtained using multidir-
ection illuminations are similar to each other for all inclusion
depths.

The single-direction reconstructions in comparison to the
multidirection reference reconstructions show that it is possible
to obtain both qualitative and quantitative information on the
absorption. However, when using single-direction illuminations,
the information regarding the optical scattering is lost rapidly as
a function of depth due to the attenuation of the fluence.

4 Conclusions
In this work, QPAT using single-direction illuminations was
investigated. Simultaneous estimation of the absorption and scat-
tering distributions was considered. The image reconstruction in
QPAT is an ill-posed problem, and therefore, it needs to be
approached in the framework of inverse problems. The problem
is also known to be generally nonunique unless more than one
optical illumination or other additional information is uti-
lized.27,30,32,42,48 In this work, multiple spatially modulated illu-
minations originating from one direction of the target were used
in order to overcome the nonuniqueness of the reconstruction

problem. The RTE was used as the model for light propagation.
The approach was tested with simulations.

The simulations suggest that, when compared to the multi-
direction reference reconstructions, in order to obtain equally
accurate reconstructions with single-direction illuminations,
the data must have a lower noise level. It was also shown
that when using single-direction illuminations, the information
regarding the optical scattering is quickly lost (as a function of
depth) due to the attenuation of fluence. However, it is possible
to obtain both qualitative and quantitative information on the
absorption using single-direction illuminations even when infor-
mation on the scattering is lost. This is significant, since in bio-
logical optical imaging, the optical absorption is more important
than the scattering. Thus, reconstruction of both absorption and
scattering in QPAT is possible using single-direction illumina-
tions when spatially varying illumination patterns are used.
However, the quality requirements of the measurement system
(and the acoustic inverse problem solution method) are much
higher and the approach is not able to image as deep inside
the tissue when compared to a setup capable of multidirection
illuminations.
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